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ABSTRACT

We test the accuracy offerent models of the attenuation of light due to resonantestad
by intergalactic neutral hydrogen by comparing their pr8dns of the evolution of the mean
cosmic flux decremenb) a, to measurements of this quantity based on observatiorthigo
end, we use data available in the literature and our own meamnts of the cosmic flux
decrement for 25 quasars in the redshift rangd 2 z.n, < 5.41 taken from the SDSS Data
Release 5. In order to perform the measuremenBQfwe fit a power-law to the continuum
redward of the Ly emission line, and extrapolate this fit to region blueward,offhere the
flux is severely fiected by absorption due to interveningatsorbers.

We compute, using numerical simulations, the redshiftiah of D o accounting for
the presence of Ly Forest absorbers and Lyman limit systems randomly digeibalong the
line-of-sight, and compute its intrinsic scatter at the2t;,and 3 level due to fluctuations
in the absorber properties (column density, Doppler patanmedshift) along dierent lines-
of-sight. The numerical simulations consist of Monte Caealizations of distributions of the
absorber properties constrained from observations.

The results from the models considered here confirm our étieat expectation that the
distribution ofD 4 at any given redshift be well described by a lognormal distibn function.
This implies that the féective optical depth, usually defined as the negative Itgarof the
average flux, 1 D a, is very accurately Gaussian distributed, in contrast &vipus studies.
This result is independent to the form of the input distrifunctions, and rather insensitive
to the presence of high-column density absorbers, sucheds/than limit systems.

By comparing our and previous measurement® gfto the outcomes of our simulations,
we find an excellent agreement between the observationbamdolution of thenean Dy as
predicted by one of the models considered in this work. diheerved scattein D 5 at each
redshift, however, cannot be recovered from our simulati@ven though there is evidence
for the fact that the lack of agreement between models andrafisons comes from the
combination of heterogeneous measurement sets obtairgiffénent methods, the failure of
the models to accurately account for the absorption bygalactic Lyr absorbing systems
and its variation along étierent lines-of-sight cannot be completely ruled out.

Key words: methods: numerical, intergalactic medium, quasars: atisorlines

1 INTRODUCTION which are now known to be mainly due to resonant scattering by
intergalactic neutral hydrogen randomly distributed gltime line-

Since the introduction of the Gunn-Peterson (GP) test by of-sight, as first proposed by Lyids (1871). For instance rii

g:tnenff‘;Zt?r:fégél:;i)hqaegiel}?:lz(g;;')o \évéesdgse?]b;:i;:ehdeﬂrﬂzg result in the search for a GP trough has been used to rule out
. . g . the existence of a hot intercloud medium (ICIM) (Steidel &dtant
study of the absorption features identified in the spectrguai- 1987a| Giallongo et al. 1992, 1994), which was thought tdinen
stellar objects (QSOs) at restirame wavelengths: 121.5nm, by pressure the Lyclouds (Sargent et al. 1980, Ostriker & Ikeuchi
1983). As a result of detailed analyses of the line stasistit
the absorbing material, a wealth of information on its ausig
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(e.g.Pierre et al. 1988, Duncan et al. 1989, Dobrzycki & Bechtold
1991), and the evolution of its number densities, columrsifiers,
and Doppler parameter with redshié.§.Kim et all|1997) has ac-
cumulated over the past years. These results, in combimetfiit
the use of state-of-the-art numerical simulations of $tmecforma-
tion based on the currently accepted paradigm of the conooed
cosmology [(Springel et al. 2005), show that the features $ee
absorption against bright background sources arise wheeliré-
of-sight intersects the structures that naturally emergeevolve
with time under the influence of gravitational attractioniffr-
ent types of structures such as the filaments present inabm@ic
weh galactic haloes, and even the discs of primeval galaxies, g
rise to distinct absorption features attributed to ergtikieown his-
torically as Lyr Forest clouds, Lyman limit systems (LLSs), and
damped Ly absorbers (DLAS) (see.glRauch 1998, Wolfe et al.
2005, for excellent reviews, respectively). Nevertheldss rela-
tion between the observed absorption features and thetsloj@as-
ing them, in particular the correlation between observethptd
absorption lines, metal lineg.g.Mg 1, O vi) and galaxies—the so-
called Absorber-galaxy Connection—is still a matter ofatel{see

Madau 1995, their equation 3), where the brackets denotaviire
age over an ensemble of random lines-of-sight. The most e@mm
application of this model consists in correcting the flux afya-
thetic (galaxy-, QSO-) spectrum for intergalactic absorptThis
correction is of particular importance at high redshift,end in-
tergalactic H severely absorbs the light of a background object at
restframe wavelengths shorter than B4Im, leading to a substan-
tial reddening of its colour (seeg.Bicker et al. 2004). As the nu-
merous references in the literature attest| the Madau niadetbe-
come the most widely used attenuation model. However, itea la
work|Bershady, Charlton & Géfroy (1999, from now on BCG99)
argued that it is not possible to estimate the mean chandeein t
magnitude of a source at a given redshift due to absorption-by
tergalactic Halong the line-of-sight by multiplying the mean trans-
mission curve of Madau’s model with the spectrum of the seurc
and integrating over the corresponding passband, maichuse of
the existence of color terms. They suggested that the ¢onae

of accounting for the meanffect of H absorption on the spec-
trum of a background source and on its photometric propeitie
to model first the absorption along many random lines-oifitsig

e.g.Williams, Shu & Ménard 2005, Part 1). As a consequence of compute the desired photometric quantities for each onbeshi
numerous fforts over many years, we now have a better under- andthencompute the average over the ensemble of lines-of-sight.

standing of the origins of the filerent absorption features observed
in QSO spectra. In particular, the notion of discrete, weaing H
absorbing systems randomly distributed along the linsigiit has
been embedded into the more general picture of an evokang
tinuousintergalactic medium with a Hiensity field that varies in
space and time, with its evolution driven mainly by the Hugbdk-
pansion, the radiation field of ionising UV sources, and thiapse

of structures due to gravity.

1.1 Methods and Input Distributions: A Brief Review

In other words, they argue that the processes of averagiag ov
many random lines-of-sight and measuring photometric tifies
are non-commutative. Indeed, they showed using a MonteoCarl
technique that the average magnitudes computed followieg t
approach substantially filer from those computed using Madau’s
model, even when using the same input distributions for tieber

of absorbers, their column densities and Doppler parameidre
approach proposed hy BCG98extively mimics the measurement
process that would take place if one would deterngirgethe mean
observed brightness of a collection of galaxies withedent ab-
sorber populations along their particular lines-of-sighit other-

Over decades many people have been working hard towards in-Wise identical in their intrinsic properties (spectrum, rptelogy,

ferring the physical properties of the intergalactic medisuch as
its chemical content, density, temperature, etc. ésgeKim et all
2002) by measuring the type of transition, strength, nunoeer
sity, and profiles of absorption lines imprinted in the speaf
QSOs and, more recently, of Gamma-Ray bursts (GRBS). (
Lamb & Reichaft 2000). There has also been a gréatt¢o quan-
tify the effect of the absorption due to intergalactic neutral hy-
drogen on the photometric properties of background sourkses

a matter of fact, several models have been developed in toder
account for this so-called intergalactic attenuation hvdifferent

etc.), and is hence physically meaningful. It turns out features
such as the characteristic stair-case profile and the Lyrabey
cannot possibly be observed irsingle spectrum, since they arise
only by averaging over sficient numbers of lines-of-sight, a pro-
cess that has no physical meaning.

In a more recent paper, Meiksin (2006) developed a method
to compute the opacity due to intergalacticlby using hydrody-
namical simulations of structure formation in the framekvof the
concordanceACDM cosmology performed by Meiksin & White
(2004). Applying their model to compute broad-band magtatu

approaches and purposes. Mgller & Jakobsen [1990) usedeMont for different types of object®(g.starburst galaxies, QSOs of Type

Carlo simulations to estimate the amount of absorption atewa
lengths shorter than the redshiftediHe30.4 nm line, in order to
test the feasibility of the equivalent of the Gunn-Petertst for
intergalactic helium. They found that the absorption asretion

of wavelength, averaged over many lines-of-sight, shoigglay
together with a characteristic stair-case profile due toctiraula-
tive absorption at the Hesonant wavelengths, an additional char-
acteristic valley-shaped feature (the "Lyman-valley”gda the cu-
mulative dfect of the photoionisation of tby photons with ener-
gieskE, > hc/a., wheread, = 912nm. Later on, in a seminal
paper_Madzaul (1995) developed an analytical method to dyanti
the opacity due to intergalacticitds a function of redshift, and
its effect on the colors of high-redshift galaxies. The underlying

I and Il),IMeiksin (2006) reports ffierences of 0.5 — 1.0 mag with
respect to_ Madau (1995)'s model. Despite th@edéent results ob-
tained, this model is similar {o Madau (1995)'s model in thase
that it implicitly assumes that the mean opacity of the 1GNngl
a random line-of-sight due to the presence otkh be accounted
for by multiplying a given input spectrum with a mean atteiera
curve of the form exp{r ) and integrating over the corresponding
filter function (see Meiks|h 2006, their equation 8).
Following|BCG99, we state that

foo fi-(explEr))y-T(A)dA # <fm fa ~exp(—r)-T(/1)d/l> ,(1)
0 0

where f, is the intrinsic flux,T (1) is the filter transmission func-

assumption of this model is that the observed flux of a soutce a tion, and the brackets denote the average over all linessgbi-

redshiftz is given by the product of thimtrinsic flux and a trans-
mission factor that accounts for theeanabsorption as a func-
tion of wavelength given in the form expter) = (exp7)) (see

We consider that the operation implied by the right-hane sifi
this expression is the correct way of estimating mean made#
of background objects including thdfect of the absorption due
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to intergalactic hl This approach is of course not restricted to the
computation of mean magnitudes and colors, and can be dplie
the estimate of the mean of any photometric quantity. Funtbee,

it is also possible to determine not only the mean, but ingipie
any desired confidence interval around the meag, + o range,
via the computation of quantiles (see Secfibn 5).

It should be clear that not only the method, but also the input
physics is an (even more) crucial ingredient of a particoiadel
that accounts for the intergalactic attenuation, as ajrshdwn by
BCG99. Itis, however, not trivial to test whether using aticatar
method and a set of input distributions accurately dessribe
observed ffect of the absorption by intergalactia bh the spectra
of background sources. For example, the evolutionary sgigh
models of| Bicker et al.| (2004) that include the correctiom fo
intergalactic absorption basedlon Madau’s model matcte quet!
the observations of galaxies in the Hubble Deep Fleld (Biekal.
2004, their Figure 12), since the magnitudéfetiences reported
by I BCG99 (their Figure 7) for one of their models with respect
toMadal’s model are in this case of the order of the scatter of
the observations around the predicted colors. In other syord
even though Madau’s and BCG99'’s approaches are fundaryental
different, it is dificult to test the accuracy of their predictions on
the basis of a comparison ¢og.observed galaxy colors. A quantity
that is more sensitive to the absorption due to intergal&dtis the
mean cosmic flux decremeit, (cf. Section[2). The reason for
this is that the restframe wavelength range over which théntty
is measured is typically 10 nm wide, and is hence narrowar tha
typical broadband filters. We thus consider as a primer test t
any model that accounts for the absorption due to intergalac
Hi should reproduce first of all the observations of this qumgnti
Hence, through the comparison of their respective preuistito
measurements @ » it should be possible to discriminate between

3

In Sectior 4, we describe our measurements of this quartitg f
sample of SDSS QSO spectra. Finally, we compare these and pre
vious measurements to the outcomes of each model, and sliscus
the results of this comparison as well as some other imjicsidf

the models for the evolution @ 4 in Sectiorib.

2 THE COSMIC FLUX DECREMENT REVISITED

Before high-resolutionife. A1 < 1 nm), high $N observation be-
came feasible, the basic spectroscopic technique usedlsarihe
effect of the absorption due to intergalactic neutral hydragethe
spectra of background sources was to measure the meansiepres
of the observed flux relative to the unabsorbed flux —or emissi
continuum—, a quantity which became to be known as cosmic flux
decrement. This quantity, first introduced by Oke & Korydans
(1982), can be defined as a function of redshift by

(1 _ fondA)

H )
where f; and f,,s are the continuum and the observed fluxes, re-
spectively, andAd = (1+ 2) - (1, — 1;). Formally, the integral is
computed in the restframe wavelength range [302216] nm,i.e.
between the Lg and the Lyr emission lines. However, the actual
estimate ofD , is usually performed between the restframe wave-
lengthsd = 105 nm andt = 117 nm —or in an even narrower wave-
length interval— in order to avoid contamination by the esicis
wings of the Ly8 + Ovr and Ly lines, respectively.

SinceD, is extremely sensitive td., as can be easily seen
from the definition[(R), an accurate measurement of this tifyan
demands a reliable estimate of the underlying continuunfotdn

1 A2-(1+2)
oa@= g7 [ @

different models which may or may not be appropriate to account tunately, there is no consensus of what the best method ito est

for the dfect of the intergalactic attenuation on the spectra of
background sources. We select for this comparison two afraév

mate the continuum may be. A popular choice, mainly because
of the presence of emission lines redward of ther lfgrest re-

models introduced by BCGO9 to compute the magnitude changesgion, consists in fitting a local continuum, most commonlings

of high-redshift galaxies due to intergalactic absorpti@md
which are based, respectively, on the input distributiamcfions

of Kim et al. (1997), and the input physics of the Madau (1995)
approach. The latter is chosen since, as already mentidgngthe
model most widely used in the literature; the former cont,

to the best of our knowledge, the most complete set of input
distribution functions for the evolution of the kyabsorbers to
date, later expanded but not significantly changed by Kinh.et a
(2002).

To sum up: The main goal of this work is to model and analyse
the redshift evolution oD for different evolution scenarios of
the intergalactic neutral hydrogen, conveniently paraized by
input distribution functions of the form of equatidd (4, 8en[2).
Hence, the models we consider herffationly by the set of input
distribution functions used, but they all equal in method, all

cubic splines (see.glLu et all1996) or b-spline functions (seg.
Kirkman et al.l 2003, Tvtler et al. 2004a,b), searching fajioas
apparently free of absorption blueward of theaLgmission line.
Other authors prefer to fit a continuum in the region redwéitti@®
red wing of the Ly emission line, and extrapolate it to the region
blueward of it [(Steidel & Sargent 1987b, Schneider et al. €198
Cristiani et all 1993). A widely adopted form for the fittechtio-
uum in this case is a power-law with spectral indexwhich for
wavelengthst > 1216 nm takes on values in the rangeZ8 0.99]
(Steidel & Sargeft 19870, Vanden Berk et al. 2001, and rete®
therein). The latter method may tend to place the intrineittio-
uum level higher than it actually is, thus overestimating thea-
sured values oD 5 (cf. Sec[4.]; see also Tytler et al. 2004a, and
references therein); for the former method the oppositeuss, tin
general (see.g.[Faucher-Giguere etlal. 2007). For either method,
there is an uncertainty in the estimate of the continuum, tarsd

of them take advantage of the Monte Carlo technique. We judge is the main drawback of the mean flux depression as a technique

the goodness of a particular model by its power to reprodhee t
observations oD » in a wide redshift range, and analyse to which
extent the theoretical expectations about the properfid30are
recovered from the measurements.

This work is organised as follows: In Sectigh 2 we briefly re-

to estimate the mean absorption due to neutral hydrogeremres
in the intergalactic medium (IGM). In an attempt to overcaimis
problem| Zuo & Lul(1993) used the idea that the cosmic fluxetecr
ment dfectively measures thetal equivalent width of all Ly ab-
sorption lines in the chosen wavelength range —if correfrethe

call the concept of the cosmic flux decrement and discuss somecontribution of metal absorption lines— to measure thimtjtiaby

issues related to its measurement. In Se¢flon 3 we preserdifw
ferent types of models for the intergalactic attenuatiohictv we
use to model the redshift evolution of the cosmic flux decreme

© 2005 RAS, MNRASD00,[TH16
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may lead to larger uncertainties than those associate@ totftin-
uum estimate.

It turns out that reliable measurementsdf are very use-
ful to constrain estimates of fundamental cosmologicabes-
ters such as the mean baryon density, the UV background in-
tensity (Rauch et al. 1997), the normalization of the powcs
trum og, the vacuum-energy densify,, and the Hubble param-
eter Hq (Tvtler et al.l 2004a). It is hence of great interest to con-
trast observations to theoretical models of the evolutibb g, in
which the bias due to the uncertainty in the estimate of tintilco
uum is absent. This has been previously done Ifigrint workers
(seee.g.Giallongo, Gratton & Trevese 1990, Cristiani etlal. 1993,
Madaul 1995), usually obtaining a good agreement with observ
tions. However, there is still a scatter in the observatiohthis
guantity for which it has not been accounted yet in any maugll
so far. It is possible that this scatter may well be due to iite d
ference in the methods used by each group to med3urand to

Table 1. Types of absorbers and their corresponding parametergemtiop
from IMadal [(1995, their equation 10). Note, however, thaty tquote
Nhi = 2.0- 102 as lowest column density, while we use;N= 1.0 - 1012,

in order for the adopted normalisation to be consistent.

Nni [cm~2] No B

240-10° 246 150
1.90-10° 0.68 150

Y

1012 - 1.59.10%7
1.59-1017 — 1020

is shown in Figuré€l6 (cf. Sectidd 4 and cited references faailde
on the measurements in this figure).

3 MODELLING THE INTERGALACTIC ATTENUATION

the diferent redshift ranges probed. Hence, by taking advantage of Since the observation of individual sources (galaxies, SO

the Monte Carlo technique, we assess to which exterhserved
scatter can be ascribed to timrinsic scatter inD 5 due to fluctu-
ations in the properties (number density, column densigper
parameter) of the Habsorbers along fierent lines-of-sight (see
Sectior 3.B).

From the theoretical point of view, assuming that the rasti
equivalent width of the absorbers does not evolve with rfish
and that the number density of the absorbing systems eviikees
« (1427, itis expected thab 5 should evolve witte like
Da(@) < (142" 3
where the extra factor (£ 2) comes from the scaling of the equiva-
lent width, as pointed out by Jenkins & Ostriker (1991). ledieit
has been found empirically that the redshift evolutio®af can be
described by a power la@ 5 (2) = A- (1 + 21 with A= 6.2.107°
andy = 1.75 (Kirkman et all 2005), even though other functional
forms, e.g.an exponential of the for  (2) = DY - e*®*2 with
DY = 0.01 anda = 0.75 (Zhang et al._1997) also match well
the observations. More recently, Kirkman et al. (2007) stmbw
that the observed evolution dD, with redshift in the range
0 < z< 3.2 is well described by a broken power-law, even though
the significance of the fit is low. In any case, expressions lik
these are only valid up to a given redshift, since they divdog
Z — oo, Whilst Do converges asymptotically to 1 in this limit
or, more precisely, when z approaches the redghifi, at which
reionisation sets on. As will be shown later, the redshitiletion
of DA predicted by our simulations does satisfy this asymptotic
behaviour (cf. Sectidnl 5). Furthermore, even if the povagrform
for the evolution ofD 5 holds, the index in equation[(B) should
be replaced by, where the latter index accounts for the averaged
evolution of absorbers of fierent column densities, which evolve
all at different rates. Conversely, estimates of a singfeom D 5
measurements assuming a power-law of the form of equdipn (3
as done by O'Brien et al. (1988), may give a hint on the popuriat
of absorbersdominating the behaviour ofD,, comparing the
estimatedy with the power-law index of the ffierent populations.
For instance, according to one of the models considered, here
the redshift evolution oD 5 will be shown to be dominated by
absorbers with column densities;N< 1017 cm=2.

A compilation of D , measurements, accumulated in the liter-
ature over the past twenty years approximately, and whidhdies
our own measurements that extend the redshift rangg.te 5.41,

GRBSs) necessarily implies observations alonffedent lines-of-
sight, it is expected that the stochastic nature of theibigion of
the Lya absorbers, especially of those with the highest column den-
sities, causes a scatter in the observed absorption, evendoces
with identical intrinsic spectra. Hence, depending on theoap-
tion along a particular line-of-sight, one would expedtetient ob-
served values for each measurement of any photometriciyant
for example, the cosmic flux decremety. Performing enough
measurements of such a quantity for sources with —ideatlgn-i
tical SEDs at a fixed redshift, one could in principle estinis
mean and its scatter due to stochasfteas in the absorption by
neutral hydrogen in the IGM.

The numerical realisation of this thought experiment is
best achieved through Monte Carlo simulations. Followeng.
Mgller & Jakobsenl (1990), Giallongo et &l. (1990), Cristietnal.
(1993), and BCG99, we generate thousands1@) of lines-of-
sight each with a random population of &bsorbers, and compute
the absorption along each of them for a given input spectrum a
a fixed redshift. The population of each line-of-sight cetsbf a
random numbeN,,s of absorbing systems, each of them character-
ized by three parameters: its redslaifts, its column density N,
and its Doppler parametdr= +2kT/my, wherek is the Boltz-
mann constanf] is the kinetic temperature of the gas amg is
the mass of the hydrogen atom.

The redshift and column density characterising each absorb
are drawn from a distribution of the form

f(Nw.2 =No-(1+2”-Nw 7, 4)

whereNy is a normalization constant. This function defines the 1-
dimensional distribution of the Hpresent in the IGM probed by a
random line-of-sight. The numbé¥,,s of systems for each line-of-
sight is drawn from a Poisson distribution with parameter

<Nabs>=flzfI

where the integral is carried out over appropriate redshiftl col-
umn density intervals, andl v, , respectively.

We use diferent sets of input distributions that include the evolu-
tion of both low- and high density absorbers, and that gise to
the following models:

f(Nu,2dNy dz, (5

NHi

MMC This model relies on the input distributions from Madau
(1995, their equation 10) listed in Talile 1. Here, the Doppke
rameter is kept constant at a valoe: 35.0 km s™%, which roughly

© 2005 RAS, MNRASDOO,[TH16



Table 2. Types of absorbers and their corresponding parameterpteatio
from|BCG99, their equation 10.

Np [cm _2] No Y B

314-10° 129 146
1.70-10° 310 146
190-18 068 150

1012 _ 1014
101 - 1.59.10%
159.1017 - 1020

matches the meah-value derived by Rauch etlal. (1992). This
model corresponds to one of the several models presented by

BCG99, and is referred to as tMC-NH method in their work.

BMC This model matches the best method of BCG99 nai€d
Kim. The corresponding parameters for the line-density esiut
and column density distribution functions are summarizeda-

5

transition of the Lyman seridsin general, the absorption dtie
cient for the transition 1> i is

7i() =Np-oi-¢(@.x). ®)

The cross-sectionr; is a function of the Doppler parameterthe

oscillator strength of the transitiofy, and the resonant wavelength

i, and is given by
ne? A2

o = Vr 5 fis 9)

meC? Adp
whereAlp = 2;b/cis the Doppler broadening, and the variable
X = (1 — 4;)/A1p is the distance to the line center in Doppler units.

We assume the profile functi@nof the absorption line to be given
by the Voigt-Hjerting function

ot -y
H(ai,x)zif e—dy.

T ) (X-y)2+a2

(10)

ble[2. In this model, in contrast to the MMC model, the Doppler Here. ai = A7Ti/(4rAlp) is the relative strength of the natu-

parameter for each absorber is drawn from a truncated, ifedsh

dependent Gaussian distribution of the form

— 1 1 2
P(E) = ©.(6-bu): —== exp( 5501
where®(x) is the Heaviside function:
0, x<0O
009 = { 1L x>0

and the mean, standard deviation, and truncation valueusEtdn
of redshift are given by (2) = —-3.85z+389, 0 (2) = -3.85z+209
andby (2) = —-6.73z + 39,5, respectively. BCG99 originally used
this model to analyse the impact of the intergalactic a@éon on
high-redshift galaxy colors in the rangerh < z < 5.0, but we use
it in the extended range®< z < 5.41. Since our highest redshift
limit is not too far away from BCG99's, we may safely assumnat th
the model is valid in our extended redshift range.

MMC without Lyman limit systems In order to asses the impact
of the Lyman limit systems on the intergalactic absorptioe,
introduce this model, which consists of the same inputidistions

as the MMC model, excluding the systems with column derssitie

Ny > 1.59- 10 cm=2,

In all the models describe above, the attenuation factor for

each absorber is given by exp{(1)], where, for the general case,
the absorption cdicientr (1) can be written as

Ntrans
W=t @+ ) 7). (6)
i=2
The first term on the right—hand side is the opacity due todhe i
sation of neutral hydrogen by photons with wavelengtksa,, =
9118 nm. Itis given by

3
TLL(/l):NHI'Q(ALL—/I)'Q(/D'O'OO'(%) , (7
L

whereo , = 6.3-107% cn? is the H photoionisation cross-section,
andg is the Gaunt—factor for bound—free transitfrishe second
term is the sum of the opacities due to resonant scatteriegcit

1 An extensive tabulation of values for the Gaunt—factor carfdund in
Karzas|(1961).
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ral broadening to Doppler broadening for thh transition, and
y = v/bis the kinetic velocity in units of the Doppler parameter. In
this work, we neglect the opacity due to the photoionisateom
and consider only the first resonant transitioa, the Lya transi-
tion, since this is the only one of interest in the wavelerngtige
studied here. Furthermore, we use the approximatidt for val-
ues ofa and column densities characteristic for intergalactioH
Tepper-Garcia (2006).

3.1 The transmission factor®

The cumulative absorption along a random line-of-sightefftux
fem Of @ source at redshift, is calculated according to expression
fem (Aem)
1+ Zem

where ps and ey, are the observed and the emitted wavelengths,

respectively. These are related byys = dem- (1 + Zem). The quan-

tity @ is the transmission factor and is given by

Nabs [ Nabs

o () = [ | explra (1/(L+2)] = exp|- > T2 (U/(L+ z)} .(12)

i=1 i=1

fobs(/]-obs) = - (/lobs) s (11)

wherer is given by equatior{8), arg] is the redshift at the epoch
of absorptioE.

Introducing the relationfc (1) = fem[4/(1 + 2]/(1 + 2), it
follows from equationd(2)[{11), and (12) that

1 A2-(1+2)
1-Da(@ = Ef o () da. (13)
A

1:(1+2)
The right—hand side of this expression is just wavelengtraged
value of ® at redshiftz, and we will denote it byb,. Note, how-
ever, that this quantity still depends on redshift, as iagid by
the subscript. Sinc  (2) and®, differ only by a constant factor,
they may be considered as equivalent with respect to tladissts,
which will be discussed in the next section.

2 We adopt the convention that thed.yransition (from the ground state to
the next higher energy level) be identified with 2, the Ly3 transition with

i = 3, etc. The photoionisation cross-section is thus comglgtdenoted by
T oo-

3 The reader shall bear in mind thatN ando-; anda;—through the depen-
dence on the Doppler parameter—in equatidn (8) aferent in general for
each absorber. However, we do not write this explicitlyeby.introducing

a new subscript in order to avoid a cumbersome notation.
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3.2 Distribution of Da

Judging from the dependence ®fon r and N5 (Se€ equation
[12), itis expected that the transmission factor and coresgtyD A
are rather complicated random variables. Neverthelesis, asl|
known from statistics, a random variabtethat can be expressed
as the product of a large number of small, statistically peasfelent
factors is distributed lognormally.e. according to the distribution

Foepmo) = b g 3]
(Xpo)=———e , (14)
2no2X

whereu ando are the mean and the standard deviation af [Fhis
expression is equivalent to the statement that a randorablast
is distributed lognormally, if and only if its logarithm issdributed
normally.

The expected valug’ and the standard deviatieri of a log-
normal distributed quantity can be expressed in terms gbénam-
etersu ando as

W= (15)
and
o = (e”z - 1)1/2 o (16)

From the form of equatiori {12) we may suspect that the trassmi
sion factor is a lognormally distributed variable, sinceah be ex-
pressed as the product of a large number of statisticallgded-
dent factors that take on values in the rangel]0 The implications
of this statement are profound: df is distributed lognormally, so
does®, and consequentl{p (7). Furthermore, due to the prop-
erty of the lognormal distribution stated above, tffeetive optical
depth of the Ly absorption, usually defined agr = —In (1-Da)

0.5

—  MMC (lognormal)
—— MMC without LLSs (lognormal)

T
|
|
|
| — - MMC (Gauss) -
} --- MMC without LLSs (Gauss)
|
|
\

04—

Figure 1. Values ofs for the MMC model assuming a lognormal (heavy
solid line) and Gaussian (heavy dashed line) parent digioib. The shaded
area indicates the range< 0.05, that corresponds to a probability 091
1075 that the data are not drawn from the same parent distributiote how
the assumption of a Gaussian parent distribution improvéssredshift, but
that a lognormal distribution is a better assumption for tedshifts. The
light solid and light dashed lines correspond to the MMC nhedéout
Lyman limit systems (see Sectibn 312.1). Note that the agpration to a
lognormal distribution, is better when these systems asleidied (see text
for discussion). The fluctuations seen with respect to a&pesimooth curve
in each case are due to the random nature of the process ateeksttift,
and are not significant.

(seee.g/Kim et all|2001) should obey a Gaussian distribution. This data sets via a?-test similar method, and to this end we com-

result follows independently from the fact that the totaticg

pute for each set of values the 50 per cent quantile (medéeua),

depth can be expressed as the sum of the independent centributhe +34.13, +43.32, +47.72, +49.38, and+49.87 per cent quantiles

tion of each system, as indicated in equatfod (12). Thusa faffi-
ciently large number of absorbelbys, and if the optical depth for
each absorber has the same mean vatpand dispersionr (7) at
each wavelengthi.g. redshift), 7.+ should obey a Gaussian distri-
bution at each redshift, centeredMi,s() and with a dispersion

VNapso (7). These statements are completely independent of the

form of evolution of the intergalactic neutral hydrogen|@sg as
the transmission factor can be expressed in the form of mguat
.

In order to test whether the values Bfs obey a lognormal
distribution, we comput® » using the MMC and BMC models for
an ensemble dfl, o5 = 4- 10° lines-of-sight at a given redshift, and
from these values we compute the mean and standard devidtion
In D o according to the equations

N os )
ﬂ(lnDA)sm;mD' , 17)
and
Nios ) 2
*(InDa) = i——3 Z; (InD}, - (INDu))". (18)

around the median. We define the following measure

Ng 2
Z Qi—q;

52 - (—) ’
=\ Qi

where theQ's are the quantiles determined from the set of random
numbers distributed normally, thegs are the corresponding quan-
tiles of the InD 5 values at a given redshift that result from our
simulations, andNy = 11 is the number of quantiles. By definition,
¢ explicitly gives the absolute deviation of one data set asaty
terised by these 11 quantiles with respect to the other @atarsd
thus quantifies the departure of the assumed distributratedd,
the smaller the value of, the larger the probability that both data
sets belong to the same parent distribution. The valugsooim-
puted in this way turn out to lie in the range (2072, 5- 107%),
which may seem vanishingly small. However, since the digtri
tion of the random variablé itself is unknown, we determine the
significance of the results by generating two sets of nogrdifi-
tributed random numbers with mean and standard deviatisas d
tributed uniformly, and comparing them to the values founrdour
simulated data. We do this for2l- 10° pairs of sets, and deter-
mine from these what is the fraction of realisations with leaf

(19)

With these parameters, we generate for each redshift a set ofs smaller than a given value. According to these estimateseftis

normally distributed random numbers using a standard rando
number generator, and compare them statistically to tBe\|nal-
ues from our simulations at each given redshift, in ordereted
mine whether the latter are normally distributed. Recalt thD 5
is distributed normally if and only iD 5 obeys a lognormal proba-
bility distribution. As a first approach, we choose to conepoth

a probability of{1.4-102,3.1- 1073, 1.9- 1074, 2.3 - 1075} that

a values < {0.50, 0.25, 0.10, 0.05} will be produced by chance,
respectively. In Figur€l1l we show the values foas a function

of redshift for the full MMC model, assuming a lognormal pare
distribution forD » (heavy solid line). The result are qualitatively
the same for the BMC model and are not shown for clarity. Note
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Figure 2. Distribution of theD 5 values at a given redshift computed from simulations basetti®@ MMC model (histogram). The distribution is normalised
to unit area. The bin size used to compute the histogram atregshift has been arbitrarily chosen to be givemiax D A (2)}/100, and is hence filerent

at each redshift. The binning of the daita, the D o values at each redshift obtained from the simulations,tented only for display purposes. Shown are
also the analytic lognormal distribution (solid line) comtgd according to equatiorfs {14).117), dnd (18), and thiytim&aussian distribution (dashed line)
computed using the same equations as before but replacihg by D 5. They-axis indicates the probability of the correspondibg value on thex-axis.
Note that the binned data have not been used in any form toastithe parameters of the corresponding probabilityildigton. Hence, the curves shown
are not fits to the binned data, but are computed using onlyntésen and standard deviation of the raw data. Note the enteltgeement between the data
and the analytic lognormal distribution, especially widspect to the skewness and the diitatD o = 0. The distribution of the data is not well described
by a Gaussian distribution at the lowest redshifts shownwéder, the approach of the data distribution to a Gaussktnldition increases with increasing

redshift, as expected (see text for details).

that for the whole redshift range showhg 0.5, and in particular
6 < 0.1 for ze, > 1.5.

It follows from the Central Limit Theorem that the larger the
number of absorbem 4, the closer the approach of the distribu-
tion of @ to a lognormal distribution, since the distribution oflin
approaches a Gaussian. Given tNafs increases with redshift, it
should be expected that the accuracy with which the didtabuwf
® approaches a lognormal distribution also increases witbhiét.
Furthermore, if the integral in equatidn_{13) is approxietaby a
sum of the form

N
Zd)iA/h,
i=1

whereN is the number of pixels, it is apparent that for &miently
largeN, and assuming tha&® has the same mean val¢e) and dis-

5. .1
7N
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persiono-(®) at each pixel, the distribution @f , should approach a
Gaussian distribution with medg®) and dispersior(®)/N. Since
the width of a given restframe wavelength range, the number
of pixels also increases with redshift as{%), it is expected that
the approximation of the distribution @, and hence oD to a
Gaussian becomes better with increasing redshift. We ties the
superposition of two fects: On the one hand, the distribution of
® at a fixed wavelength approaches a lognormal distributi@mgat
given redshift, with the accuracy increasing with redshifh the
other hand, the distribution @b, andD A (2) approaches a Gaus-
sian distribution with increasing redshift. The net restiould be
that®, and D are distributed lognormally at low redshifts, and
that their distribution approaches a Gaussian for higheéshts.
SinceD , asymptotically converges to unity for very high redshifts,
its distribution at these redshifts is expected to be higidgked
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around the mean value. This is naturally given by the fadt tthe
dispersion of®, scales likeo(®)/N around(®), and thatN in-
creases with redshift, as stated above.

In order to test this expectation, we compute the analytibcgl
normal (Gaussian) probability distribution Bfy as given by equa-
tion (I4) with the mean and standard deviation dbln (D ) com-
puted using equation§ {117) arid(18) from the ensemble ofsalu
that result from our simulations at each redshift. The caispa
of the analytic distribution thus obtained to the distribatof sim-
ulatedD 4 values is shown for the full MMC model in Figuré 2. The
results for the BMC model are qualitatively the same and aneé
not shown. Note the excellent agreement at all redshiftsdet the
lognormal probability distribution and the distributiof the D 4
values resulting from our simulations. We want to emphasia¢
the curves shown are not fits to the binned data, but are cemput
using only the mean and standard deviation of the unbinnied da
lower redshift, the agreement at the lower cfii-oe.atD, = 0 is
worth mentioning. It is remarkable that this cuf;avhich is phys-
ically given by the fact that absorption as measuredDy can-
not take on values smaller than zero, arises in a natural way d
solely to the fact thab , is distributed lognormally. Note, in con-
trast, that a Gaussian distribution does not satisfagtdekcribes
the distribution of the data at these low redshifts; in gattr, the
Gaussian distribution does not display the sharp €uatdD 5 = O.
Nevertheless, the description of the data by a Gaussiaribdist
tion becomes better with increasing redshift, as expeected also
the corresponding Gaussian distribution becomes narratvey-
ery increasing redshift (taking into account the changdénsicale
of the x-axis from the first to the last panel). Moreover, note that
the analytic lognormal and Gaussian distribution becorseally
indistinguishable from each other at,, > 3.0. In order to assess
guantitatively the dferences between these distributions with re-
spect to the distribution of the data, we compute again theevaf
¢ at each redshift, assuming now that fbg values obtained from
the MMC model are drawn from a Gaussian parent distributiéa.
compare these values to the corresponding values competectb
for an assumed lognormal parent distribution. This congpariis
shown in Figuré1l. As can be seen, the values fafr both distri-
butions are low at all redshifts, and thefdrence between them at
Zem = 2 is negligible small. This explains why the lognormal and
Gaussian distribution functions shown in Figlite 2 are pcatly
indistinguishable from each other. However, note that tiees of
¢ for a assumed Gaussian parent distribution become vagighin
small with increasing redshift, eventually becoming serathan
the corresponding values for the lognormal distributioesiles, it
can be see also that thevalues for a assumed lognormal distribu-
tion rise again towards high redshifts, implying that thetiibution
of the data at these redshifts is no longer well described log-a
normal distribution.This confirms our statement made abthet
D, is expected to be distributed lognormally at low redshifid a
normally at higher redshifts. The redshift at which the sition
from a lognormal to a Gaussian distribution takes place ney d
pend on the particular set of input distributions used. Edshifts
where the distribution ob  is well approximated by a lognormal
distribution, the optical depth should be distributed naltyn This
result is however not in agreement with the results feogiMadau
(1995, his Figure 1), Meiksin & White (2004, their Figure By
Bernardi et al.| (2003, their Appendix C), where the disthiidu of
the mean fluxj.e. the averaged transmission factbg is claimed
to be highly inconsistent with a Gaussian distributionsltisually
assumed that the presence of the high-density Lyman lirategys
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Figure 3. Curve of growth of the Ly absorption line, for three typical val-
ues of the Doppler parameter. The shaded region correspotius column
densities characteristic to Lyman limit systems.

is responsible for this behaviour, and we next make use ofiour
ulations to address this question.

3.2.1 The Fect of the Lyman limit systems (LLSs)

In order to quantify the féect that the LLSs have on the distribu-
tion of DA, we compare, following the analysis of Sectfon] 3.2, the
results of the simulations for the MMC model with and withithu
optically thick LLSs. We find thab 4 is lognormally distributed as
well with a high confidence for the case where the LLSs are ex-
cluded, as can in Figulé 1, where the valuessfoomputed at each
given redshift are shown. Again, the results for the BMC nhode
are qualitatively the same and are omitted here. Note tleavdh
ues ofé for the MMC model without LLSs are larger at redshifts
Zem < 3 than those for the full MMC model. This is due to the
fact that the absence of the optically thick LLSs enhanceptbb-
ability of the attenuation factor expt) to be closer to unity at
a given wavelength along a random line-of-sight. This mezfhs
fectively that the number of factors in equatiénl(12) areured.
Hence, when the LLSs are absent, the approach to a lognoisnal d
tribution should be worse with respect to the case where H&sL
are included. Furthermore, thifect should be enhanced towards
lower redshifts, for which the number of factor®. of absorbers
decreases as (1 + 2)”. Note that the trend is the opposite in the
case of a assumed Gaussian parent distribution.

We hence find when computing the evolution Bf, with
the MMC model with and without LLSs that the predictions for
the evolution ofD 5 with redshift for the full MMC model are
practically indistinguishable from the results of the MMMael
without LLSs, which implies that theflect of these systems
on the total absorption is small. Furthermore, it turns dtt
the distribution ofD 5 is lognormal irrespective of the presence
of LLSs. All these results point to the fact that the LLS have a
negligible impact on the evolution dD,, as long as the input
distributions used here correctly describe the number igens
evolution of the absorbers. This would confirm similar résul
already found by Desjacques et al. (2007). Also, as pointdp
McDonald et al. |(2005), the picture would not be fundaméytal
different if higher column density systems such as damped Ly
systems were present. We will come back to this point in 8ecti
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We think that, as long as the distribution functions reaty
describe the evolution of the byabsorbers, the LLSsannottruly
have a great impact neither on the absorption as measurBd, by
nor on its statistics because of the following reasons: ByTdre
scarce, and even more compared to the thinnerfbyest systems
(e.g.of the order of 5 LLSs on average along a random line-of-sight
compared to approximately 0y« forest absorbers out o= 3.0,
according to the MMC model); 2) Their contribution to the aifps
tion is due solely to the absorption at the resonant wavétheof
the Lya line, and the equivalent width of the kyabsorption line
arising in systems with column densities;N= 101728 cm=2 is
not too diferent from that of the systems with column densities
Ny = 10 cm=2 (cf. the curve-of-growth in Figurgl 3), which
are by far more numerous. In order to estimate the relatinerito-
tion of each population at a given redshift, we weight thexedent
width W(N, b) of the Lya absorption line as a function of the col-
umn densityN and Doppler parametdr with the column density
distribution, and compute the ratio

<W>Lyar
emb) = ——, 20
0 (Zemb) = (20)
where
Zem Nmax
(W}izf f (1+2)-Wo(N,b) f;(N,dNdz,  (21)
0 Nmin

Here, f; is the distribution function of populatione {Ly«, LLS},
W, (N, b) is the rest equivalent width of a kyabsorption line for a
column densityN and Doppler parametér andN i, andNax are
the column density limits that define each population, retysly.
For a reasonable value for the Doppler parameter of 36 kyesnd
the input distributions of the MMC model, we find that-> 1 at all
redshifts. The result is qualitatively the same for the BMGdei.
Hence, It follows from these models that thedlforest systems
dominate the absorption over the optically thicker Lymamitlisys-
tems at all epochs. This would explain at least in part whydifie
ference between the predictions @5 from the MMC model with
and without LLSs, is small. Also, it is consistent with thednet-
ical expectation that the distribution Bf4 should not be far from
lognormal or Gaussian, with or without LLSs, since this odéy
pends on the fact that the absorption factor be expresskd fotm
of equation[(IR), and this is truly independent of the fornthefin-
put distributions, as stated previously.

3.3 ScatterinDyx

We expect the intrinsic scatter in the absorption due to tosari-
ance to be strongest at lines-of-sight of middle length.ot ted-
shifts, both the number of thin kyforest clouds and thick Lyman
limit systems is small, and the addition of a few more does not
change dramatically the amount of absorption. Howeverntean
number of Lyr forest clouds and LLS increases withand thus
the probability of encountering more or less systems thamame
increases as well. Correspondingly, the absorption ise®and so
does its scatter. At even higher redshifts, the number affoyest
systems increases so dramatically and the absorption isvenes
that the addition of more systems does not make affgrénce
neither to the absorption nor to the scatter. Thus, we shexpect
the stochasticféect, i.e. the scatter in absorption, to peak at some
intermediate redshitt;;.

We compute the intrinsic scatter at thdevel for the values
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Figure 4. Evolution of the intrinsic scatter dD o due to the stochastic na-
ture of the absorption in the intergalactic medium for the wompeting
models MMC (dashed line) and BMC (dotted line). The dot-éasline
corresponds to the MMC without Lyman limit systems (see iSe@.2.1
for details). Note that the behaviour @D ») is qualitatively the same for
all three models. As expected, the amount of scatter for tiC\hodel is
less in the case where the Lyman limit systems are absent.

of D, at each given redshift obtained from our simulations using
equations[(15)[(A6)[{17), and {18). The result is shownigute

[4, where we show the evolution of the scatteDip with redshift

for the MMC model with and without LLSs. We also include for
comparison the result from the BMC model. It can be seen that,
irrespective of the model, the scatter peaks at a interrteegidshift
betweergen, ~ 3.5 andzem ~ 4.0. Note that the peak is significant,
since it represents an increase in the scatter of 2.5 tintegegipect

to its value aten, ~ 1. Itis interesting that this result had also been
found byl Zuo6 (1993, their Figure 2), who using a semi-analyti
approach and dlierent input distributions, reported that{D ») is
largest at redshifts near 3.7. Thus, the qualitative behawf the
intrinsic scatter ofD o shown in Figuré 4 may be an unavoidable
feature of this observable, which could explain at leastdrt phe
large scatter in the measurementdof seen in the same redshift
interval (cf. Figurd B). As will be shown in Sectiéh 5, howgve
there is a disagreement at the-3evel between themplitudeof

the scatter in the observations at these redshifts and tedicped

by the models.

When comparing models that onlyfi@ir by the presence of
the optically thick Lyman limit systems, we find that the $eain
D, is larger at any given redshift when the LLS are present, as
expected. None the less, the absolute value of the scatsrrdu
differ significantly between the situation where these systams a
present and where they are absent. Thus, theffesttef the LLSs
is to enlarge the intrinsic scatter in the absorption, ¢buting only
marginally to the mean value of the absorption itself. Hogvemote
that for redshiftszey > 4.0, the amount of scatter at the-level
becomes indistinguishable between both scenarios, owirthet
fact that the thinner Ly forest systems are overwhelmingly more
numerous at these redshifts.

The results stated above are consistent with the previaus co
clusion obtained from our simulations that the opticalligkhLLSs
cannot have a great impact on the absorption as measurBdg, by
and on its scatter.
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4 OUR D MEASUREMENTS by a power-law. On the other hand, it has been argued that the
emission from a geometrically thin, optically thick acioet disk

also reproduces well the observed quasar SED in this speetra
gion (Kawaguchi et al. 2001). Either model, however, is txipat

with an underlying continuum in the form of a power-law. Ate
natively, as already mentioned in Sectidn 2, other auth@fepto

fit quasar continua locally using spline functions (segLu et al.
1996,/ Kirkman et dl. 2003, Tytler etlal. 2004a,b) searchingré-
gions apparently free of absorption blueward of the lgmission

line.

We want to compare the predictions for the evolution f

that result from the models described above to observatiens

this purpose, we use previous measurement® pfreported in

the literature, and we perform ourselves new measuremdnts o
this quantity, using QSO spectra from the SDSS Data Release 5
(Adelman-McCarthy et al. 2007), thus extending the redshifge

of the measurements i, = 5.41.

Our selection procedure of sources suitable for this p&pos
was as follows: Since the wavelength range available fror8SD
(DR5) isA € [380,920] nm, and we measure the continuum depres-
sionD 4 in the restframe wavelength intervak [105, 117] nm, the
redshift of our sample is restricted @y, > 380/105— 1 = 2.62.

We choosez,i, = 2.7 as our lowest redshift in order to avoid the
low S/N at the blue end of the spectrograph. A simple query for
high-z quasi-stellar objects on the SDSS SkyServer Spsaxipic
Query Form with this restriction alone returns around 24ixta.
From this first selection, we rejected those objects for wiie
redshift was either not measured, the measurement had,faile
the measured photometric and spectroscopic redshifts iwesa-
sistent with each other. We binned the quasars in redshdéivals

of Az = 0.1 and selected for each redshift bin the spectrum with the
highest 9N, leaving us with 28 sources, from which we removed
three further objects due to low data quality. The resulsample

is listed in TabléB.

Since the Ly forest region is severely absorbed due to inter-
vening H systems, especially for high-z QSOs, and a local fit to the
continuum in this region is élicult, with the uncertainty increasing
with redshift (seee.g.[Faucher-Giguere et al. 2007), we choose to
estimate the continuum of our selected sources in the foyest
region by fitting a power-law to the QSO spectrum redward ef th
Lya emission line and extrapolating it far< 121567 nm. As long
as the assumption of the underlying power-law holds, this@gch
has the advantage that the continuum estimate is compietidy
pendent of the spectral resolution an®l$ the Ly forest region.
Nevertheless, this method may lead to an systematic oiraggst
of the continuum flux and thus to an corresponding overeséima
of Da. It follows from the results quoted above that the quasar's
intrinsic continuum in spectral regions below and abovelie
emission line may both be well described by power-laws, Lith w
potentially diferent spectral indices. More specifically, the spec-
trum in the region below 121.6 nm (rest-frame) may be ste&per
frequency, and hence flatter in Waveleﬂgmith respect to the con-
tinuum in the region above 121.6 nm (seg.Telfer et al. 2002,
The continuum of a quasar is often assumed to be of the their Figure 4). Thus, fitting a continuum in the form of a powe
form f, = £0.y o (seee.qg.Steidel 1987b, Laor et Al. 1997), or law at wavelengthst > 1216 nm and extrapolating it towards
equivalently, f, = f9- 1721, where both indices are related by 4 < 1216 nm may well lead to an overestimate of the continuum

4.1 Continuum fit

ay=2-a, andf?= f0.cl"*, andcis the speed of light. Em- level in that region, as first pointed out by Seljak etlal. @0@c-
pirical evidence in favour of the assumption of an undegyton- cording to whom theD , may be overestimated by at least 0.05 at
tinuum in form of a power-law has been givenéag.O’Brien et al. Zem = 2.72. We will take this systematic bias into account when es-
(1988), who derived an average power-law indexpf= 2.36 for timating the uncertainty in oub » measurements (cf. Sectionk.2).
A€ [80, 1216) nm ande, = 0.67 for A € [121.6, 190] nm. This The power-law that we fit to each spectrum is of the form

is consistent with the result already found by Neugebauat et
(1979) that the spectral index, varies over large wavelength
ranges. Zheng et al. (1997) found by constructing a comp@RO where the flux amplitude 2, the wavelength -set 1o, and the
spectrum from 284 HST FOS spectra that a single power-law de- spectral indexy, are the parameters to be determined. We fit the
scribes well the continuum for wavelengths between 105 @@d 2  continuum in the wavelength range [13Q + Zer), 900] nm, in or-

nm witha, = 0.99+0.05, but that the continuum steepens (flattens der to avoid the red emission wing of thed_line and the red end of

in 2) significantly fora < 105nm ¢, = 1.96 + 0.15). Similarly, the spectrograph, respectively. Note that the availablelgagth
Telfer et al. [(2002) reported, using a sample nearly twickage range decreases with redshift, and this may introduce aeasmng

as the Zheng et al.’s sample, that the continuum in the exttén uncertainty in the fitted continuum. The fit parameters aei tim-
region betweeml = 50nm andl = 120nm and in the near UV certainties were obtained with help of the IDL task CURVERtT
betweent = 120nm andl = 300 nm is well described by a sin-  turns out that the continuum fit is rather insensitive to theastain-

gle power-law withe, = 1.76 + 0.12 anda, = 0.69 + 0.06, re- ties in the flux amplitude and the wavelengtfiset, and extremely
spectively. Furthermore, by constructing a composite QB€x-s sensitive to the uncertainty in the spectral index. Becaigbis
trum from a homogeneous sample of over 2200 SDSS QSOs, and for simplicity, in our further analysis we neglect theoefin

follia) = 0 (1+0) " . (22)

Vanden Berk et al| (2001) concluded that the continuum imeéke the first two parameters and consider only the uncertaintyén
frame wavelength range 181< 1 < 500 nm can be very well spectral index to be of relevafitéAn example of a QSO spectrum
modeled by a single power-law either in wavelength or freqye and its corresponding fit are shown in Figlite 5. The spectcax

with @, = 0.44 + 0.1. However, they did not estimate a spectral and its uncertainty for each source are listed in Thble u(oab
index for wavelengthd < 1216 nm. While it is the consensus that  three and four, respectively). The uncertainty in the speatdex
the opticalNIR continuum of quasar spectra is due to synchrotron

emission [(Whiting et al. 2001), the physical origin of theagar

UV/optical continuum is not yet established. On the hand hdwed, t 4 Recai thate, = 2 - a,, which implies dv; = - da,.

observed soft X-rg§JV/optical spectral shape of quasars is found 5 The full Jlist of fit parameters for each source and
to be consistent with free-free emission of optically thés git tem- their uncertainty are available in machine-readable form a
peratures 19— 10° K (Barvainis| 1993), which is well described  |httpj/astro.physik.uni-goettingen e ppefdafitparam. tx;
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Table 3.QSO sample selected from the SDSS DR5. The first four colunuhsde the object designatidnthe emission redshift as quoted in the SDSS DR5
catalog, the spectral index used for fitting the continuund iés uncertainty, respectively. The last three columsistlie measurement @ 5 and its total
uncertainty, and the uncertainty due téfelient error sources, respectively (see text for details.)

Object Zem ) ot (@) Da it (Da) o sys(Da)
0.010 0.010
SDSS J115538.6@53050.5 2.712 -1.213  0.002 .390°3%10  *0010 0.039
SDSS J112107.9%13005.4 2.843 -1.256  0.003 2815915  *001 0.028
0.018 0.018
SDSS J010619.2004823.3 2.882 -1.170  0.003 .29470%18  +0.018 0.029
SDSS J075618.53110408.5 2956 -1.320  0.007 .329°29%8  +0038 0.033
0.005 0.005
SDSS J164219.89145124.0 3.125 -1.550  0.001 .3@9°3%%  *0.0% 0.035
0.000 0.000
SDSS J004054.65-091526.8  3.185 -1.278  0.000 .45®3%%  +0.000 0.046
SDSS J124306.5%530522.1  3.317 -1.255  0.012 4265957 +00%7 0.043
SDSS J083122.5704623.4 3.365 -1.230  0.003 .26173017 0017 0.026
SDSS J085343.3870402.3 3475 -1.115  0.005 5273019  +0018 0.053
SDSS J093523.32411518.7  3.566 -1.407  0.007 .396700%%  +0036 0.040
SDSS J094349.6895400.9 3713 -1.199  0.014 5292957 +00%7 0.053
SDSS J023137.64-072854.5  3.750 -1.269  0.008 .46B5%37  +0.0%7 0.046
0.062 0.062
SDSS J144717.9040112.4  3.931 -1.303  0.016 5253552  +0.062 0.052
SDSS J162331.15181842.1  3.990 -1.113  0.006 4945022  +0.0%2 0.049
0.041 0.041
SDSS J014049.18-083942.5  4.112 -1.181  0.010 .48®%%%  *004 0.049
SDSS J234150.64144905.9  4.155 -1.094  0.010 5882935  +003 0.056
SDSS J081240.6820808.6  4.332 -1.074  0.028 573139  +01% 0.052
0.039 0.039
SDSS J103601.0500831.8  4.449 -1.149 0012 6023933  +0.0%8 0.061
SDSS J162626.5@75132.4 4580 -1.187  0.023 6815037  *09°7 0.068
6Q3+0.043 0.043
SDSS J005006.3905319.2  4.663 -1.204  0.018 6937333  +0.0%3 0.069
SDSS J083914.5485125.7  4.885 -1.350  0.030 7872957 +0057 0.074
SDSS J163950.52434003.7 4.976 -1.321  0.024 6947005  +00%6 0.069
SDSS J233446.40-090812.3 5107 -1.332  0.000 .73®20%  +2000 0.073
SDSS J101447.18130030.1  5.275 -1.220  0.029 7685938  +00% 0.076
SDSS J142123.98163317.8  5.414 -1.321  0.080 .8250%87  *0087 0.082

2 The designation of each object meets the IAU nomenclatwseaequired. For details on thefimial SDSS designation of an object, please consult
www.sdss.orfdr5/coveragd AU.html

quoted in column four and denoted by («,) includes the for- 4.2 Measurement ofD 4

mal error inherent to the fitting process, which is due to tierén

the detected flux, the removal of broad emission lines in¢igéeon

A > 1216 nm — which makes the wavelength range become patchy

—, and the systematic uncertainty due to the decreasintpbleai

wavelength range with redshift mentioned above. The syatiem 1 Nexo g o)

effect of the latter in particular can clearly be seen on thealver Da(Zem @) =1- N %

trend for the uncertainty in the spectral index to increaih ved- pix = TeVTh A

shift. where N,y is the total number of npixels between
A1 =105 - (1 + Zemynm and A, = 117- (1 + Zem) nm. The lower
limit of this range is chosen as to avoid the wings of thg Ly
Ovi emission lines, while the upper limits is such that the blue
wing of the Ly emission line is excluded in the computation of

For each QSO spectrum, we compute tiial absorption pixel by
pixel in the restframe rangeé € [105,117] nm according to the
expressidh

(23)

6 This is just the discrete version of equatibh (2).
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Figure 5. Spectrum of the QSO SDSS J11210%5%3005.4 at
Zem = 2.843. The heavy solid and heavy dashed line indicate the power
law fit to the continuum and its uncertainty, respectivelge Torresponding
spectral index isr; = 1.256+ 0.003.

Da. The measurement dd, for each source together with its
corresponding uncertainty are listed in Tdlle 3 (column)five

There are two independent sources of uncertainty in the mea-
surement oD 5: 1) The error in the spectral index inherent to the
continuum fitting,i.e. o5 (a,), and 2) the possibility that the con-
tinuum level may have been systematically overestimatedalthe
change in slope of the power-law.at 1216 nm (cf. Sectiofi 411).
We shall refer to the uncertainty D due to the first and second
sourcesrg (Da) andosy(D a), respectively. The total uncertainty
in the measurement @, —quoted in column five of Tablg 3— is
then assumed to be given by (Da) = 07§ (Da) + 075,5(Da).

As a consistency check, we adopt two ffeient
methods to estimateo(Da). The first method assumes
that the o range for each measurement is given by
DalZem @y 2ot (@2)] — Da[Zem aa], respectively, for the
corresponding values af s (@,) listed in Table[B. The second
method is based on error propagation, according to whickrttoe
o (f) in the estimate of a quantity (x;), which depends om
independent random variables}, each with an uncertainty(x;),
is given by

o2(f) = Zj;az(xi)-(g—;i)z.

In the case of our measurementsdf, only the uncertainty in the
index a; is relevant, and hence equatiénl(24) becomes, with the
appropriate notation,

(24)

Npix

ot (Da) = o1t (@) - N Z In(2; + A0) tond )
PIX =1

f(:(/1i; a’,l) ’ (25)

the values computed according to method 1, which are listdd-i
ble[3 (column six).

It is not clear based on the results found in the literatufe (c
Sectior 4.]l) whether the continuum blueward ofrLyay always
be overestimated when assuming it to be described by arpextra
lation of the power-law redward of oy However, we will assume
that this is the case in order to allow for the possibilityttbar
D » measurements may have been systematically overestinhated.
order to compute the corresponding uncertaintpig, we make
the following assumptions: First, the continuum in the oagblue-
ward of Lya shall be described by a power-law as well, but with a
smaller spectral index ie. the continuum iglatter — with respect
to the region redward of Ly. Since it is not possible to fit a power-
law in this regime for the data we use, we assume that bothpowe
laws (above and below k) are normalised at = 1216 nm. Fur-
thermore, and for simplicity, we take thefid@irence in the spectral
indices below and above byto be equal 1 (which corresponds
roughly to the findings in the literature quoted in Secfigh)4Un-
der these assumptions, the valueDof for our sample turns out to
be overestimated on average by less than ten per cent. This va
is slightly lower for our measurement &f, at ze,, = 2.71 than
the correction estimated by Seljak et al. (2003). Howehety flso
remark that the exact value of the bias depends on the particu
method applied to extrapolate the continuum in the Bprest re-
gion. We hence make the rather conservative assumptioedlcht
measurement dD , has an additional uncertaintysys(D ) of ten
per cent, and add this uncertainty only to kb error bound, since
we are assuming that the continuum, and hdhgemay have been
overestimated. We could in principle correct ddi, estimates by
shifting all measurements by ten per cent towards a lowereyal
but since it is not clear whether the continuum has been stiere
mated forevery singleneasurement, we prefer to express this bias
as an uncertainty. The uncertaimtyys (D a) for each measurement
is listed in the last column of Tak[é 3.

Note that we do not correct our measurements for contamina-
tion of metal lines. However, this should not introduce aéegrror,
since their contribution is small. For example, Tytler et(aD04a)
find that they contribute by.2+ 0.5 per cent to the total absorption
atz = 1.9. The validity of this assumption will be tested in the next
section by the comparison @ ,-measurements to the results of
our simulations, in which the absorption due to metal liresat
included.

5 RESULTS & DISCUSSION
5.1 Observations vs. Models

We compute the evolution dD, in the redshift interval B5 <
Zem < 6.0 using the models MMC (with and without Lyman limit
systems) and BMC presented in the Sedion 3, which incluglefth
fect of different populations of absorber®. Ly« forest clouds and
Lyman limit absorbers. For comparison, we include also Hiees

where we have used equatiofs](22) dnd (23). Note that we do notof D 5, computed using Meiksin (2006)'s model (see Sediioh 1.1).

include the term due to the error in the detected figh, since this

is already included inrg (a,). The error computed according to
the first method is asymmetric, as expected, while the ewnr-c
puted using equatio_(R5) approximately (in some casestlgkxac
corresponds to the arithmetic mean of the former. Since Ittog e
estimates computed according to both these methods aristeons
with each other, we may use either to estimate the unceytaint

D A due to the uncertainty in the continuum fit; we choose to use

We refer to this model as MTC. For the MMC (with and without
LLS) and BMC models, we simulate an ensembl&pfs = 4-10°
lines-of-sight at fixed redshift, and compute for each ofiitee
flux decremenD , according to equatio (23). In this way we get
for each given redshift an ensemble of an equal numbeérofal-

ues for each model, from which we estimate the 50 per cent-quan
tile (median), and the34.13 +43.32 +47.72,+49.38, and+49.87

per cent quantiles around the median, which correspond o th
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+1,+1.5+2, +2.5 and+3 ¢ ranges. We do not compute the mean
ando ranges in the standard way, since the distributio®gfis
strictly speaking unknown a priori. However, accordinghe te-
sults from Sectioii]3, the distribution &f 5 is not too far from a
lognormal or even a Gaussian distribution; hence, the ifieat
tion of mean with median, of o range with thet34.13 quantile
around the median, and so on, is justified. Since the MTC model
only provides a (mean) transmission function at each régiste
compute for this model one single value g at each redshift by
numerically integrating the corresponding transmissiorcfion in
the restframe wavelength range [10%7] nm.

We compare our simulations to measurement®af accu-
mulated in the literature over the past two decades, pegdmwith
different methods and approaches. This compilation is by nosnean
intended to be complete. The reason for choosing these meeasu
ments is mainly that they were performed in more or less mutu-
ally exclusive redshift ranges which all together cover taege
0 < Zem < 4. Our measurements extend this redshift range out to
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Figure 6. Evolution of the mearD computed according to the MMC

Zem = 5.41. Therefore, th_ese previous measurements together with (dashed line), BMC (dotted line), and MTC (dot-dashed lineyiels, com-
our own allow a comparison to the models presented here over ay,req to observations performed over the past twenty yeaifterent

wide redshift range, but with the caveat that using measeinésn
from different groups may introduce an artificial bias in the evo-
lution of D, due to the dferences in the particular method used

groups and dferent methods: (1) Zuo & LU (1993). (2)_Schneider et al.
(2991), (3) Kirkman et all (2007), (4) O'Brien et/ al. (1988he data points
display 1 error bars. Note that, in spite of the heterogeneity of the ap

and the diferent redshift ranges probed in each case, as previously proaches to measui®,, its mean evolution as computed using the MMC

mentioned. The literature data and our measurements am@she
gether with our model calculations in Figliie 6 (see citednafices
for details on the corresponding measurements).

As can be seen in this figure, the predictions for the evatutio
of the mearD 5 from all three models, MMC, BMC, and MTC, are
practically indistinguishable from each other when coregdo ob-
servations for redshifta,, < 3. We do not include in this figure the
predictions forD o based on the MMC model without LLSs, since
the diference between this and the full MMC model is negligi-
ble. At higher redshifts, the values bf, obtained from the MMC
and MTC models match the observations quite well. Note that i
spite of the fundamentally fierent approaches and input physics
of these models, their results are very similar. As a re#uit,not
possible yet to discriminate between these models due triter-
tainty and the strong scatter in the observations, espeeiaund
Zem ~ 3.5 (cf. Sectior-3B). In contrast to the MMC and the MTC
models, the predictions from the BMC model strongly devieim
the measurements @4 at zey, > 3, underestimatinghe absorp-
tion. Since the MMC and BMC modelsftir only in terms of the
input distributions and not in terms of the method, this ltesug-
gests that the evolution of the &yabsorbers implied by the input
distributions of the BMC model is slower than expected fréma t
evolution of D 5 (cf. equatioi B). If used to compute the magnitude
changes for high-redshift galaxies due to intergalactsogttion
as done bye.g.BCG99, the diference in the predicted evolution
of D between the MMC and BMC models corresponds to a dif-
ference of slightly more than 0.6 mag in the predicted magieit
change fore.g.an Sd-type galaxy —with a constant Star Formation
Rate— atzem, = 4.0 in the F450W filter. The correspondingffeir-

and MTC models matches well the observations over the erdiishift
range shown, while they disagree strongly with the BMC madle¢dshifts
Zem > 3.0. Below this redshift, the models are practically indigtilshable
from each other. For completeness, we include the empiitsdb the evo-
lution of D o from: (5)IZhang et al. (1997), and (6) Kirkman et al. (2005).

to emphasize the rather good agreement between the olsesvat
and the evolution of the medn, predicted by all three models at
Zem < 3, and by the MMC model at higher redshifts, further re-
inforced by the similarity between the results of the MTC #imel
MMC models, which are completely independent from eachrothe
We include in Figurglé the empirical fitslof Zhang et lal. (1997)
of the formDx (2 = D e*®2 with DS = 0.01 anda = 0.75
and of Kirkman et al.| (2005) of the for A (2) = A(1 + 2)” with
A = 0.0062 andy = 2.75. These empirical fits match the observa-
tions quite well atzem, < 4.5, and may be useful as a rough esti-
mate of the mean absorption at those redshifts. Howevetatels
before, they should be taken with caution, especially at hegd-
shifts. WhileD 5 asymptotically converges to unity as the redshift
approaches the epoch of reionisatiag,,, these empirical fits di-
verge. In contrast, the predicted evolution®f from all models
described above does satisfy the expected and observegiasym
behaviour. The rate of convergence to this limiting valugaiely
depends on the particular set of input distributions ussdhawn
by the comparison between the MMC to the BMC model. In gen-
eral, the stronger the number density evolution, the fakeecon-
vergence. In other words, féérent input distribution functions im-
ply different values fozejon, and this information may be used as

ence between the MMC and MTC model amounts to less than 0.3 a further constraint on the accuracy of a particular set jofiiris-

mag.
It is worth mentioning at this point that, in contrast to poais
models é.g/Zu0[1993), we explicitly avoid normalising in any way
the used distributions to match the obserizedat some given red-
shift, or manipulating the models whatsoever to satisfy aimer
restriction. We simply take the distributions as reportethe liter-
ature, where they were determined directly by means of liaigss
tics by the authors and references therein. We mentionrtlusder
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tributions. Extending the computations of the evolutioaf with
the MMC model to redshiftgem > 6.0, it turns out thaD 4 is al-
most unity atzem &~ 7.0. This value is slightly higher than the value
of 6.5 quoted by Fan et al. (2002) for the epoch of reionisatio
The compilation ofD, measurements shown in Figuré 6
displays a large scatter at all redshifts, in particulareatshifts
Zem > 3. Previously, concerns were raised about the possibilay t
the amplitude of the intrinsic scatter due to cosmic vamamay
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Figure 7. Evolution of the mearD o according to the MMC model (solid
line) in the range @ < z¢m < 6. Here we show again our measurements
of Da and those from O’Brien et al. (1988), together with the mesent
measurements from Kirkman et al. (2007). The data poinfalislo- error
bars. The white and shaded areas around the solid line tedica intrin-

sic scatter at theel and+3 o level, respectively, due to variation in the
absorption from one random line-of-sight to another.

be enhanced by combining measurements performed witreint
methods and using heterogeneous data samples. Hencegatessel
subset from our compilation following the criteria statedidov, and
compare this observations to the scatter as predicted bgimur
lations. The results of this comparison are summarisedgarei].
Here, we show the redshift evolution Bfy as computed from the
MMC model. We include the 50 per cent quantile, the median,
and the+34.13, and+49.87 per cent quantiles, which correspond to
the+1-, and+3 o ranges around the median at each redshift. Again,
the difference between the predictions of the MMC with and with-
out LLSs is negligible, and thus we show only the results fer t
full MMC model. We do not include the BMC model in this anal-
ysis in view of the disagreement with the observations adhits

measurements, while Kirkman et al. (2007)'s measuremeatalh
nicely contained within the:3 o envelope of the model. This sug-
gests that the observed scatter —or at least part of it— iseabt
but only an artifact introduced by combining observatioasédal
on different methods to measube,. This assumption is supported
by the small amplitude of the scatter in the distribution @fhh
redshift galaxy colors already found by BC(G99 (cf. their Uiy
6) for a variety of input distribution functions. Also, thadt that
Kirkman et al. (2007)'s measurements are well matched by the
MMC model points to the fact that the particular method chose
by |O'Brien et al. (1988) and ourselves to estimate the contim
in the Lya Forest region does introduce a bias in the measurements
of Da. On the one hand, there is very likely a bias do to the al-
ready discussed systematic overestimate of the continewsi. |
Furthermore, neither O’Brien etlal. (1988) nor we correcten
corresponding measurements for metal-line absorptioasd Facts
together would explain in part why precisely our and theiamge-
ments are higher on average than the median val@e,gfredicted
by the MMC model, as can be seen in Figure 7. Even though its ef-
fect is expected to be small, including the absorption ofairates
should eventually increase the agreement between thegéuirh
the models and the observations.

There is thus rather strong evidence that most of the ampli-
tude in the observed scatter i, displayed in Figureg]6 arid 7
is introduced by combining measurements performed on ¢gger
neous data samples usingfdrent methods. If real, however, the
observed scatter would indicate that the models, in pdatidhe
MMC model, cannot account for the variation®@f, among difer-
ent lines-of-sight, even though it reproduces welhitsanredshift
evolution.

According to the results from our simulations (cf. Seclid®3
it is expected thab , as predicted by the MMC model be lognor-
mally distributed with a high confidence at redshifts, < 6, and
consequently, that ID, and hence the optical depth of Bhould
obey a Gaussian distribution. However, this result is nppsuted
by the observations given the poor agreement between thie sca
ter predicted by the MMC models and the observed distributio
of D, at a given redshift. On the other hand, the expectation that
D A should be either lognormally or Gaussian distributed istas

Zem > 3. Our new data subset consists of our own measurementssolely on the fact that the transmission factor be writtetm@form

together with the measurements_of O'Brien etlal. (1988), wb®
power-law fits to estimate the continuum level of the quasars of
the measurements from Kirkman et al. (2007), who fit the oenti
uum locally using b-splines. We select these measurementbe
following reasons; O’'Brien et al.’s data allow a more direom-
parison to our data due to the similarity in method to estinist;
Kirkman et al. |(2007)’s data are the most recent and accurate
surements ob  available to date. Furthermore, these data sets in-
dividually cover the largest redshift ranges, and togethey con-
stitute the smallest set of individual measurements fuplgrnming
the redshift range.Q < z¢r, < 5.41 with some overlap.

Within the quoted uncertainty, the observations are well
matched by the evolution dd, as predicted by the MMC model
in the redshift range.Q < zn, < 5.41, with the exception of some
outliers aroundz.,, ~ 3, where the scatter of our observations
alone as well as the scatter in the full sample of measurement
is large, as can be seen in Figlile 6. It is apparent from F[dure
that the largest scatter in the observed valueB pfat a given red-
shift cannot be ascribed to thetrinsic scatter in the absorption
due to variations from one line-of-sight to another as camegu
with the MMC model, not even at the3o level. Nevertheless,
note that this is only the case for O’Brien et al. (1988)’s aud

of equation [(IR), which is certainly independent of the ipatar
model accounting for the evolution of the dyabsorbers. A dif-
ferent set of input distribution functions may have dieet on the
mean value and the spread of the distributioBafat each redshift,
but not the on the form of the distribution. It may be thus ffdes
that a diferent (more accurate) set of input distribution functiohs o
the absorber properties may help to reconcile the lack afeagent
between theamplitudeof the predicted and the observed scatter,
but even in this case the disagreement regardingdima of the
distribution when compared to previous studieg(Madaii 1995,
Bernardi et all 2003, Tvtler et gl. 2004a, Meiksin & White 290
remains.

Even though the amplitude of the observed and simulated scat
ter do not quite match, it is interesting to note that the néts
at which the intrinsic scatter in evolution &, peaks (cf. Fig-
ure[2) roughly coincides with the redshift at which the olkaer
tions show a strong scatter (cf. Figlile 6). This redshiftaines the
redshift at which Bernardi et al. (2003) reported a localrdeent
in the evolution of the Ly optical depthrs, recently confirmed
by [Faucher-Giguere etlal. (2007), which has been interpreye
Bernardi et al. as a signature of the reionisation ofiHdote, how-
ever, that at this redshift thB » measurements lie predominantly
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above the mean value as given by the models (cf. Figlre 6), anddistribution at low redshifts and by a Gaussian distributi high

hence the trend suggested by these observations is exaetbpt
posite from that found by Bernardi et al. (2003), since a elese
in T implies a decrease iD . This strongly indicates that the

redshifts, in agreement with our theoretical expectatiaseld on
the fact that the absorption is mathematically expresséuegsrod-
uct of small, statistically independent factors. This fesuplies

difference in method and the heterogeneity of the samples of thethat at redshifts wherB 4 is distributed lognormally, thefiactive

different surveys does introduce an artificial bias in the oleserv
evolution ofD ,, in particular in its scatter.
We finally want to highlight the following curiosity: By tahg

optical depth of the intergalacticildhould obey a normal distribu-
tion, contrary to the results of previous studies. Howetes, result
should be taken with caution in light of the fact that the nisdie

a close look at Figurds 4 afidl 7 it becomes apparent that the max particular the MMC model, cannot reproduce the amplitudthef

imum in the evolution ofr (D ») roughly coincides with the point
of inflection of the curve that describes the expected rédsho-
lution of the mearD ». Mathematically, this would imply that the
intrinsic scatter oD 4 is proportional to the rate of change of the
meanD » with redshift,i.e.
d(Da)
O'(DA) o 9z .
Indeed, if one computes numerically the derivative(bfs) with
respect ta, it turns out that it qualitatively matches the evolution
of o (Da), up to a scale transformation. A physical interpretation
may be gained in light of equationl (3): A rapid evolution o thb-
sorbers, quantified by the paramegeimplies a stronger evolution
of D with z Since the evolution is howeverftirent in general
for different lines-of-sight, this in turn implies a larger vamatin
the absorption from line-of-sight to line-of-sight, andisha larger
value of o (D 4). This is mathematically consistent with the fact
that the scatter given by the derivative of equat[dn (3) wetpect
to zis proportional toy.

(26)

6 SUMMARY & CONCLUSIONS

(i) We measured the cosmic flux decremé&nt and its uncer-
tainty due to statistical and systematic errors for 25 QSObh®
SDSS DRS5 catalog in the redshift rang@P< zem < 5.41.

(i) We modeled the redshift evolution of the meBr, and its
distribution at each given redshift in a Monte Carlo fashiaxopt-

ing two among the various models presented by Bershady et al.

(1999). We found that the predictions of the MMC model for the
evolution of the mear » reproduce well the observations in the
range (2 < zem < 5.41, in contrast to the BMC model. We con-
clude from this that the underlying input distributions b€ BMC
model may not accurately account for the evolution of the &ip-
sorption on the IGM. Hence, estimates of the impact of therint
galactic attenuation on the photometric properties of tagshift
galaxies using this particular model should be taken withtioa.
Incidentally, by showing the rather good agreement between
particular set of simulations and the data, we show the pofe
relatively simple approach used here to model tfiect of inter-
galactic absorption, as compared to models based on hydzaty
ical simulations which are by far more complex.

(iii) Through the comparison between the MMC and BMC mod-
els, we showed that fierent input distribution functions may have
very different predictions regarding the evolutiondf,, a quan-
tity which is intimately related —and hence very sensitite-the
amount of H present along the line-of-sight. Therefore, we state
that any model of the intergalactic absorption should fifstlore-
produce the observed evolutionBfy and its distribution before it
is used tee.g.correct synthetic or observed spectra for intergalactic
absorption.

(iv) The results from our simulations suggest that the ittigtr
tion of D, at a given redshift be well described by a lognormal

© 2005 RAS, MNRASD00,[TH16

observed scatter iD 5.

(v) We argue that most of the observed scatteDin is intro-
duced by combining measurements based dferdint methods.
Nevertheless, the reason for the lack of agreement between t
scatter predicted by the MMC model and the observed distribu
tion of D4 is not ultimately settled. Because of this and until this
discrepancy is clarified, we may warn about using any att@mua
model based on the input distributions of the MMC model td-est
mate magnitude changes in the spectra of background sources

(vi) Alarger, homogeneous sample of accurate measureroents
D A over a wide redshift range is needed in order to allow for aamor
faithful comparison to models, and in particular, to deteearthe
intrinsic form andamplitudeof the distribution ofD 5 as a function
of redshift.
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