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Abstract 

 

The level of difficulty that hospital management have been experiencing over the past decade 

in terms of balancing demand and capacity needs has been at an unprecedented level in the 

UK. Due to shortage of capacity, hospitals are unable to treat patients, and in some cases, 

patients are transferred to other hospitals, outpatient referrals are delayed, and accident and 

emergency (A&E) waiting times are prolonged. So, it’s time to do things differently, because 

the current status quo is not an option. 

A whole hospital level decision support system (DSS) was developed to assess and respond 

to the needs of local populations. The model integrates every component of a hospital 

(including A&E, all outpatient and inpatient specialties) to aid with efficient and effective 

use of scarce resources. An individual service or a specialty cannot be assumed to be 

independent, they are all interconnected. It is clear from the literature that this level of 

generic hospital simulation model has never been developed before (so this is an innovative 

DSS). 

Using the Hospital Episode Statistics and local datasets, 768 forecasting models for the 28 

outpatient and inpatient specialties are developed (to capture demand). Within this context, 

a variety of forecasting models (i.e. ARIMA, exponential smoothing, stepwise linear 

regression and STLF) for each specialty of outpatient and inpatient including the A&E 

department were developed. The best forecasting methods and periods were selected by 

comparing 4 forecasting methods and 3 periods (i.e. daily, weekly and monthly) according 

to forecast accuracy values calculated by the mean absolute scaled error (MASE). Demand 

forecasts were then used as an input into the simulation model for the entire hospital (all 

specialties). 

The generic hospital simulation model was developed by taking into account all specialties 

and interactions amongst the A&E, outpatient and inpatient specialties. Six hundred 

observed frequency distributions were established for the simulation model. All distributions 

used in the model were based on age groups. Using other inputs (i.e. financial inputs, number 
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of follow ups, etc.), the hospital was therefore modelled to measure key output metrics in 

strategic planning. This decision support system eliminates the deficiencies of the current 

and past studies around modelling hospitals within a single framework. A new output metric 

which is called ‘demand coverage ratio’ was developed to measure the percentage of patients 

who are admitted and discharged with available resources of the associated specialty.  

In addition, a full factorial experimental design with 4 factors (A&E, elective and non-

elective admissions and outpatient attendance) at 2 levels (possible 5% and 10% demand 

increases) was carried out in order to investigate the effects of demand increases on the key 

outputs (i.e. demand coverage ratio, bed occupancy rate and total revenue). As a result, each 

factor is found to affect total revenue, as well as the interaction between elective and non-

elective admissions. The demand coverage ratio is affected by the changes in outpatient 

demands as well as A&E arrivals and non-elective admissions. In addition, the A&E arrivals, 

non-elective admissions and elective admissions are most important for bed occupancy rates, 

respectively. 

After an exhaustive review of the literature we notice that an entire hospital model has never 

been developed that combines forecasting, simulation and optimization techniques. A linear 

optimization model was developed to estimate the required bed capacity and staff needs of 

a mid-size hospital in England (using essential outputs from forecasting and forecasting-

simulation) for each inpatient elective and non-elective specialty. 

In conclusion, these results will bring a different perspective to key decision makers with a 

decision support tool for short and long term strategic planning to make rational and realistic 

plans. This hospital decision support system can become a crucial instrument for decision 

makers for efficient service in hospitals in England and other parts of the world.  
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CHAPTER 1  

 

Introduction 
 

 

 

 

1.1 Brief background 

 

We begin by presenting the general background within which this project is set. High levels 

of hospitalisation places hospital managements under intense pressure; this is usually 

affected by a number of factors, such as population, alcohol and cigarette consumption and 

stress. The size of the population is a core factor as this is both growing and aging in the 

United Kingdom (UK).  

Accident and emergency (A&E) units are the busiest departments within hospitals working 

under immense financial pressures resulting in shortages of clinicians, nurses, beds and 

equipment. For the last ten years, A&E departments in the UK have been struggling with 

issues related to increasing waiting times and length of stay, as well as lack of resources, 

which all have a negative impact on day to day functioning of A&E services. Increasing 

waiting times and length of stay have been observed and the 4-hour target, which is the 

percentage of patients spending 4 hours or more in hospital should be less than 5%, 

determined by the government has not been achieved since the financial year 2014-15 as 

shown in Figure 1.1 and their performance is worsening each year (National Health Services 

England, 2014 and 2018a). Therefore, patients are faced with low quality services from A&E 

departments.  
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The considerable increase (i.e. approximately 26% from 2006/07 to 2017/18 financial year) 

in the number of admissions has been observed in the UK A&E departments (National 

Health Services England, 2014 and 2018a).  

 

 
Figure 1.1: Statistical background of A&E admissions in England (National Health Services England, 2014 

and 2018a). The 95% target line is shown. 

 

In addition, over the past decade, the number of attendances and admissions to outpatient 

and inpatient specialties has increased by around 27% and 32%, respectively (National 

Health Services England, 2018b) as shown in Figure 1.2 and 1.3. The level of difficulties 

experienced by the hospital management around demand and capacity issues has been at an 

unprecedented level. 

 

 
Figure 1.2: Outpatient referrals and attendances in England (National Health Services England, 2018b). 

 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

3 
 

In addition, Figure 1.4 also shows that the bed occupancy rates of hospitals in the UK from 

financial year 2010/11 to 2017/18 have been on an upward trend for occupied beds used 

overnight, and day only, 6% and 13%, respectively. (National Health Services England, 

2018c). The bed occupancy rate has exceeded the 85% target level in England (National 

Health Services England, 2018c). 

 

 
Figure 1.3: Inpatient admissions events in England (National Health Services England, 2018b). 

 

 
Figure 1.4: Bed occupancy rates in England (National Health Services England, 2018c). The 85% target line 

is shown. 

 

The proportion of the younger population is decreasing, in contrast to the proportion of the 

elderly population, which is increasing. According to Cracknell (2010), the 65 years and 

over age group in the UK was around 10 million (1/6th of the population) in 2010 and 

expected to reach 19 million by 2050, which is approximately a quarter of the population. 

Blunt (2014) mentioned in his report that the number of elderly people who visit A&Es in 

the UK is much higher than other age groups. In addition, he emphasized that most elderly 
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patients spend 4 hours or more, and thus hospitals are not able to achieve that 95% of patients 

are seen, treated and then admitted or discharged within four hours in A&E, as the target set 

by the NHS Constitution.  

The NHS employs 1.3 million staff in England and Wales, caring for approximately 1 

million patients every 36 hours, which is equivalent to around 243 million patients per year. 

This means NHS staff will continue to face challenges in terms of health and wellbeing due 

to severe patient demand and financial constraints (Royal College of Physicians, 2015). 

Therefore, resources (e.g. staff, beds) may not be sufficient to meet demand for hospitals, 

where doctors and nurses are sometimes forced to work flat out. Reducing the quality of 

hospital services may lead to loss of motivation in human resources, not to mention the 

negative effect it might have on service satisfaction for patients. In addition, the NHS has 

come up against financial constraints and it needs to generate £20 billion (equal to 

approximately 4% productivity annually) of net savings in the next few years (Hamm, 2010). 

Taking into account limited capacity (i.e. bed, staff) and financial constraints, as well as 

increasing patient arrivals, it is clear that hospitals will continue to struggle (i.e. longer 

waiting times). Due to increasing demand, hospital administrations will need to provide 

higher productivity rates by enhancing the match of demand and capacity of hospitals. 

Therefore, key decision makers would need to model the level of resources needed by 

patients in hospitals as a function of demand factors with a range of supply issues, thus it is 

crucial to understand patient pathway in order to demonstrate the full impact of change 

(Demir et al., 2017).  

Due to severe budget cuts in the National Health Service (NHS), hospitals do not have the 

luxury of recruiting additional doctors and nurses or increasing bed capacity. If nothing can 

be done in terms of capacity, hospital management needs to find efficient and effective ways 

of utilising existing resources.  

A hospital is a complex system and modelling each and every service (within A&E, inpatient 

and outpatient departments/specialties) is a huge challenge. A typical hospital is made up of 

31 specialties providing treatment across inpatient and outpatient services. Each specialty 

has a number of departments and wards with an army of human resources, made up of 

consultants, doctors, nurses, healthcare assistants, technicians, radiographers, and many 

more. For instance, a typical hospital in England has an average of 100,000 inpatient 

admissions, 350,000 outpatient attendances across the 31 specialties in a year, along with 

125,000 A&E admissions (National Health Services England, 2018a and 2018b).  
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Therefore, modelling at this level of detail is not just a challenge but extremely difficult. The 

literature around modelling healthcare services is vast and extremely rich. In the majority of 

instances (if not all) they concentrate around modelling a single disease, service, department 

or a specialty, and at best a few of these services combined. However, at the hospital level 

this can be deemed to be almost useless. A director (or a CEO of a hospital) needs a model 

that assists them both at strategic and operational level. A whole hospital modelling 

framework is an absolute necessity. For example, an increasing demand does not just happen 

within a single specialty, it’s a phenomenon across the hospital, and thus a model examining 

the impact across all specialties is a must, so that the management intervenes accordingly.  

At the time when this model was under development, a local nearby hospital had closed 

down. This is a typical example where such a model can be extremely beneficial, because 

the knock-on effect is on all of the services within the hospital that stayed open. Therefore, 

a comprehensive modelling framework is needed that brings together all specialties and 

services at a hospital within a single decision support system (DSS).  

The DSS should guide key decision makers to ensure their system is able to cope with current 

and future demand, and able to stress test the system, not just focusing on a single specialty 

(or a service) but its impact on the hospital as a whole. No department, service or specialty 

is an independent entity, they are all interconnected. For example, a consultant does not just 

work in an outpatient setting but their expertise is utilised in inpatient too. If there are bed 

shortages within a specific specialty, patients are admitted to other specialties.   

Amongst many modelling methods and approaches, discrete event simulation (DES) is 

chosen as it enables us to capture the whole hospital at a sufficient level of detail, with the 

flexibility of further developing a user-friendly interface to get hospital managers to engage 

with the model. Furthermore, unlike other methods, DES is able to simulate random 

behaviours of systems (i.e. length of stay, waiting time and number of follow ups) and is 

able to track individual patient’s path in a hospital. DES can also model events occurring at 

any discrete point in time and takes into account different features of patients (i.e. age, 

gender, disease, etc.) (Demir and Southern, 2017). 

The model is able to answer many key questions. For example, what will be the required 

number of beds by each inpatient specialty? How much consultation hours will be needed 

by each specialty for outpatient and inpatient services? What percentage of future demand 

will be met with the available resources (i.e. doctors, nurses, beds) for each specialty? Will 
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specialties require additional resources, if yes, which one and how many? What will be the 

financial implications of change? What is the expected current and future levels of theatre 

utilization and outpatient clinic utilization? 

In this study, the hospital demands are predicted using four forecasting methods (i.e. 

ARIMA, exponential smoothing, STLF and stepwise linear regression) under three different 

forecasting periods (i.e. daily, weekly and monthly) for each specialty in order to embed this 

into the simulation model.  

A generic hospital simulation model combined with forecasting technique is developed and 

proposed to investigate the capacity of the hospital along with many key output metrics for 

future years. To develop the model, many 100’s of inputs are taken into account including 

demographic features (age groups), staff shifts, number of resources (consultants, nurses, 

beds, triage rooms and clinic rooms), cost of treatment, all laboratory tests and statistical 

distributions. Many observed frequency distributions are established based on age groups, 

so that the related times vary, hence a more robust model could be built. For example, time 

for treatment, treatment time, time for discharge for the A&E department; time for first 

appointment, number of follow-ups, length between follow-up treatments for outpatient 

specialties; time for first admission, and length of stay for inpatient specialties. These 

observed frequency distributions were estimated depending on specialty, age group and 

types of attendances/admissions (first/follow up attendances for outpatient and elective/non-

elective admissions for inpatient).  

In addition, a full factorial experimental design with 4 factors (A&E, elective and non-

elective admissions and outpatient attendance) at 2 levels (possible 5% and 10% demand 

increases) is carried out in order to investigate the effects of demand increases on key outputs 

(i.e. demand coverage ratio, bed occupancy rate and total revenue).  

The increasing demand for services is closely linked to rising prevalence conditions and 

ageing population, who often have multiple complex conditions, such as diabetes and 

dementia, are the highest users of beds (The King’s Fund, 2012). Advancements in 

technology and medicine have led to improvements in healthcare, greatly reducing length of 

stays in hospital and increased the number of day-cases (or outpatient), however hospital 

beds remain fundamental resources for all health systems.   

Despite a sharp growth in demand, the number of beds has continued to decline. “In 2000 

there were an average of 3.8 beds per 1,000 people, whereas this had dropped to 2.4 beds by 
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2015. Between 2006/07 and 2015/16 the number of overnight beds has decreased by over a 

fifth. As a result, the average bed occupancy rates have increased over time, with rates for 

general and acute wards, and mental health, now peaking at over” 91% (BMA, 2017). 

Hospitals are expected to aim for an 85% bed occupancy rate, whereas they are increasingly 

operating at very high levels of occupancy, particularly during the winter period. 

The implications of high bed occupancy rates are widespread, and to name a few, 1) it creates 

a backlog in emergency departments (Nuffield Trust, 2016), 2) patients can be placed on 

clinically inappropriate wards, which may affect patients experience and the quality of care 

they receive (Goulding, 2015), and 3) evidence suggests that high occupancy rates increases 

the rate of hospital acquired infections, which may lead to temporary closure of beds or 

wards (Kaier, 2012).  

Due to severe budget cuts in the NHS, hospitals do not have the necessary funding to increase 

capacity, either in the form of beds or staff.  Therefore, hospital management needs to find 

efficient and effective ways of utilising existing resources. This may mean the management 

doing things differently, a shift from conventional decision-making process to a more 

evidence-based approach (a behavioural change).   

Finally, a forecasting-simulation-optimization (FSO) approach is developed and proposed 

to reallocate the available number of beds and to optimize staffing levels (i.e. consultants 

and nurses) of the inpatient specialties for the next financial year in this study. A 

comprehensive entire hospital modelling framework is necessary that combines all the 

specialties and services within a single decision support system (DSS). No model so far has 

ever been developed at this scale, such that it is able to, 1) forecast demand for all specialties 

within inpatient, outpatient and A&E, 2) capture the entire hospital patient pathway at a 

sufficient level of detail, and 3) optimise the required bed capacity and the required number 

of consultants and nurses.  

Such a DSS is able to answer many key questions beyond capacity requirements. For 

example, a hospital may experience a sharp increase in activity, possibly due to severe 

weather conditions, or a general trend. The forecasts will generate the expected activity to 

be integrated into the simulation model, whereas the simulation will capture all the 

uncertainties around the dynamics of the hospital, ranging from time related activities (e.g. 

length of stay, waiting times, and treatment duration) to hospital finances (revenue, cost and 

surplus), with the aim of testing wide range of scenarios around impact of change. The 
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simulation has limitations around establishing the optimal capacity requirements. This is 

where the optimisation becomes a great tool to estimate the exact bed requirements (along 

with consultant and nurse hours) subject to constraints (e.g. targeted bed occupancy rate).  

 

1.2 Aim of the thesis 

 

This thesis aims to solve demand and capacity problems experienced by the NHS hospitals. 

More specifically, this thesis aims to: 

 

 Develop a generic hospital simulation model integrated with forecasting technique 

for demand and capacity model for an entire hospital. Using the English Hospital 

Episodes Statistics (HES) dataset, demand for each specialty is predicted by 

comparing four forecasting methods and selecting the best model according to a 

forecast accuracy measure. An entire hospital is modelled through a generic hospital 

simulation model which eliminates the deficiencies of current and past studies in the 

literature. 

 Develop a user-friendly decision support system to examine key performance metrics 

of a typical NHS trust for future planning. Decision makers will then be able to 

balance demand-capacity, thus an opportunity to intervene well in advance. 

 Develop a forecasting-simulation-optimization (FSO) approach to solve the resource 

management problems in the inpatient department of the hospital using operational 

research techniques. Available number of beds in hospital’s wards is optimally 

reallocated and the required numbers of human resources (i.e. consultants and nurses) 

are determined for projected usage. 

 
1.3 Contributions 

 

This thesis contributes to the knowledge of operational research techniques applied to 

healthcare solving the real-life problems of a National Healthcare Services (NHS) Trust. The 

specific contributions are presented as follows: 

 

 Establishment of a patient pathway and the development of a generic simulation 

model of an entire hospital, with the aim of assisting key decision makers at a 
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medium-sized hospital in England. The goal is to eliminate the deficiencies of the 

current and past studies around modelling hospitals within a single framework, which 

forms the basis of our contribution to knowledge.  

 Development of an innovative approach combining discrete event simulation and 

forecasting demand and capacity in a healthcare setting. To our knowledge, the 

literature does not have an extensive study that forecasts demand of all types of 

attendances/admissions of each specialty which then integrates these demand inputs 

within the generic hospital simulation model. Furthermore, no study has ever 

compared three different forecasting periods (i.e. daily, weekly and monthly) in 

forecasting of hospital demand. 

 Development of a new output metric: Demand coverage ratio (DCR). It measures the 

percentage of patients admitted to the specialty (or hospital) and discharged using 

the available resources of each specialty (or hospital). 

 Development of a forecasting-simulation-optimization (FSO) approach which has 

not yet been developed in literature. The available number of beds in hospital’s wards 

is optimally reallocated and the required numbers of human resources (i.e. 

consultants and nurses) are determined for projected usage well in advance. 

 

1.4 Outline of the thesis 

 
Figure 1.5 shows the chapters and their interdependencies of this research. These chapters 

are classified as four groups: literature review (Chapter 2 and 3), theoretical concept 

(Chapter 4 to 6), contribution (Chapter 7 to 9) and conclusion (Chapter 10). 

 

Chapter 2: Literature review 

An extensive literature review regarding the operational research techniques applied to 

healthcare services is presented in this chapter. This chapter is separated into five sections 

by five subtitles: 1) Generic hospital simulation modelling, 2) Simulation modelling of 

healthcare services (i.e. system analysis and demand & capacity modelling), 3) Optimization 

and simulation-optimization approaches on healthcare services, 4) Forecasting hospital 

demand and 5) Simulation studies on healthcare settings for projection. 
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Chapter 3: Demand and capacity modelling of acute hospital services 

The research problem of this study is described. The study design, study settings and 

population are presented. Data sources and assumptions of this research is explained in this 

chapter. Furthermore, research methodologies are described, i.e. generic hospital simulation 

modelling, forecasting-simulation approach and forecasting-simulation-optimization 

approach. 

 

Chapter 4: Forecasting time series 

The processes of forecasting methods used in this study are explained in greater detail. 

Autoregressive integrated moving average (ARIMA), exponential smoothing, stepwise 

linear regression and the function of the seasonal and trend decomposition using loess 

(STLF) methods are methodologically described. In addition, parameters of ARIMA, which 

is p, d, q, types of exponential smoothing (i.e. single exponential smoothing, Holt’s linear 

model, damped trend model and Holt-Winters’ trend and seasonality method), how to use 

the STLF method, stepwise linear regression and its output parameters are explained. This 

chapter also discusses goodness of fit (GoF) and forecast accuracy (FA) measures and gives 

the reasons related to the selected GoF and FA for this study. 

 
Chapter 5: Discrete event simulation modelling 

The methodological concept for discrete event simulation technique is described and all 

steps are explained with the necessary formulae. It discusses why discrete event simulation 

technique is selected for hospital modelling instead of system dynamics and agent based 

simulation techniques. This chapter explains how to conceptualize and verify a system; how 

to build and verify a simulation model; how to determine optimum replication number and 

calculate warm up period; how to validate output parameters; description of the full factorial 

experimental design used in this study, and how to carry out what-if scenario analysis. 

 

Chapter 6: Integer linear programming 

This chapter covers theoretical description of integer linear programming. It explains what 

objective function and constraints are in an optimization model and describes the sensitivity 

analysis. 
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Figure 1.5: Chapters and their interdependency of this thesis 
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Chapter 7: Forecasting hospital demand: The best forecasting model and period selection 

for each specialty 

The national Hospital Episodes Statistics (HES) dataset is used to extract the necessary data 

regarding the hospital demand for each specialty of a mid-size England hospital. The 

extracted data is prepared for different forecasting periods (i.e. daily, weekly and monthly). 

Using four distinct forecasting methods (i.e. ARIMA, exponential smoothing, STLF and 

stepwise linear regression), demand is estimated for A&E department, outpatient specialties 

(for first and follow up referrals) and inpatient specialties (for elective and non-elective 

admissions). The best forecasting method and period is selected for each type of 

attendances/admissions of each specialty by using the selected forecast accuracy method. In 

total 12 models are developed for A&E, 300 models for inpatient admissions and 456 for 

outpatient attendances.  

 
Chapter 8: Modelling demand and capacity of the Princess Alexandra Hospital: A generic 

hospital simulation model combined with forecasting techniques 

A generic hospital simulation model is developed by taking into account all specialties (i.e. 

A&E, outpatient and inpatient services) and stochastic nature of an entire hospital with the 

interactions amongst hospital departments. This chapter illustrates the steps of the innovative 

approach combining forecasting and simulation methods. Extensive data analysis is carried 

out for simulation modelling and all input parameters and key output metrics for each 

specialty are described in greater detail. This chapter also provides a step by step guide to 

simulating an entire hospital with real life application, explaining all steps in greater detail, 

including the model validation stage, warm-up period, and the optimum replication number. 

Finally, the full factorial experimental design is implemented to stress test the system under 

various what-if scenarios of interest. A full factorial experimental design with 4 factors 

(A&E, elective and non-elective admissions and outpatient attendance) at 2 levels (possible 

5% and 10% demand increases) is carried out in order to investigate the effects of demand 

increases on the key outputs (bed occupancy rate, total revenue and so on).  

 
Chapter 9: Reallocating beds and optimizing staffing levels for balancing demand and 

capacity: A hybrid framework for forecasting-simulation-optimization (FSO approach) 

A forecasting-simulation-optimization approach is developed in line with the requirements 

of the hospital. This chapter presents the development of an integer linear programming 

integrated with forecasting and discrete event simulation techniques. The model is built to 
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determine optimum bed capacity and staffing levels in each inpatient specialty that patients 

need to stay in a bed. It identifies all parameters, decision variables of the model and 

describes the input-output relations amongst forecasting, simulation and optimization 

models. A sensitivity analysis is carried out increasing the forecasted demand (i.e. the base 

model). The sensitivity analysis consists of 20 experiments where demand is cumulatively 

increased by 1%, for example, the demand increased by 1% based on forecasted demand in 

the first experiment, and 2%-increase on demand is used as input in the second experiment.  

Therefore, it models the effect of demand increases on key output metrics. 

 
Chapter 10: Conclusion and Further Work 

This chapter concludes the thesis, describes the limitations of this study, and how the 

research can be further improved.  

 

1.5 Summary 

In this chapter, a brief background was provided for demand and capacity modelling in 

healthcare management, in conjunction with the aims, contributions and outlines of the 

thesis. In the next chapter, an extensive literature review related to operational research 

techniques applied to healthcare services is presented. 
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CHAPTER 2 

 

Literature review 
 

 

 

 

2.1 Introduction 

 

An extensive literature review regarding operational research techniques applied to 

healthcare services is presented in this chapter. The literature is reviewed in Section 2.3 to 

2.7. The findings which have been deduced from the literature are clarified in Section 2.8. 

Research gaps in this field are identified in Section 2.9. This chapter is concluded in Section 

2.10. 

 
2.2 Background 

 

In this study, a systematic literature review was carried out. The literature was exhaustively 

investigated from 1998 to 2019 by searching many databases related to healthcare and 

operational research, for example, HealthSTAR, Medline, INFORMS Online, CINAHL, 

INSPEC, Science Citation Index, Embase, SIGLE and MathSci databases. Our supervision 

team has had comprehensive experiences and published high quality paper in this research 

area. Along with their experience, we determined and listed a number of keywords related 

to healthcare modelling, simulation, scheduling, forecasting, optimization, mathematical 

modelling, heuristic, experimental design and so on. More than 200 papers met our inclusion 

criteria, 1) Simulation models in healthcare context (discrete event simulation, system 
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dynamics and agent based simulation), 2) Forecasting hospital demand (A&E, outpatient 

and inpatient specialties), 3) Mathematical modelling in healthcare settings, 4) Hybrid 

studies in healthcare modelling, 5) Other topics (i.e. scheduling) in Operational 

Research/Operations Management in healthcare. In addition, we contacted a number of 

researchers found on ResearchGate and Academia. Papers were requested from these 

researchers via these websites. After that, we removed duplicates and eliminated a number 

of papers by examining the studies in greater detail. We then classified and categorized all 

the remaining articles accordingly. There are many articles published in other sectors e.g. 

supply chain, manufacturing, logistics and so on. These studies were not considered as 

interest lies in healthcare only. 

Many reasons such as population growth, ageing population, infectious diseases and lack of 

education increase hospital demands. Healthcare services which have limited resources and 

capacities need to meet these demands. Within this framework, several methodologies (e.g. 

simulation, optimization) have been developed to improve health systems. From the 

literature we found that forecasting, simulation methods and mathematical models are 

heavily utilized to find short, medium and long term solutions to healthcare systems working 

under extreme pressure with limited resources. These studies can be split into five 

subheadings as shown in Figure 2.1, 1) Generic entire hospital simulation modelling (Section 

2.3), 2) Simulation modelling of healthcare services (i.e. system analysis and demand & 

capacity modelling) (Section 2.4), 3) mathematical modelling and simulation-optimization 

approaches on healthcare services (Section 2.5), 4) forecasting hospital demand (Section 

2.6) and 5) Simulation studies on healthcare settings for projection (Section 2.7). 

Simulation modelling of healthcare services (Section 2.4) and Simulation studies on 

healthcare settings for projection (Section 2.7) are different sections. Section 2.4 focuses on 

development of simulation models using historical demand inputs and tests the improvement 

through scenarios. On the other hand, Section 2.7 concentrates on simulation modelling 

using demand for the future. These demands are used as an input in the simulation models. 

The demands are generated for the projected usage by assuming that demand is increased by 

a rate which represents increases on demand in the past) or using basic forecasting approach 

(i.e. moving average or using the population growth rates estimated by the Office for 

National Statistics). 
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Note that ED is widely used in other countries (particularly USA) whereas A&E in the UK. 

For consistency, ED is only used in the literature review section of the thesis, whereas A&E 

in all the other parts of this research. 

 
Figure 2.1: The structure of literature review 
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2.3 Generic entire hospital simulation modelling 

 

The literature around modelling healthcare services is vast and extremely rich. In the 

majority of instances (if not all) they concentrate around modelling a single disease, service, 

department or a specialty, and at best a few of these services combined (Gunal and Pidd, 

2010). It is difficult to develop a generic simulation model imitating everything belonging 

to an entire hospital (Pidd, 2003). In the literature, there are very few studies that have 

developed simulation models for an entire hospital where all the relevant data are collected 

and analysed for each specialty within an inpatient and outpatient setting. These studies have 

been reviewed in greater detail. For example, Harper (2002) developed a generic framework 

to model level of resources (i.e. beds, staff and operating theatre) by capturing variability, 

uncertainty, limited resources and complexity of a hospital. This study focused on modelling 

only inpatient beds and theatre processes and therefore other components of the hospital are 

not included, for example, A&E department, outpatient services and referrals between and 

within each other. Patient activities for length of stay and operation times are modelled based 

on demographic features (i.e. age). The best fitting distributions for only length of stay and 

operation times are estimated depending on each patient group. 

Brailsford et al. (2004) model a whole hospital system (including two hospitals) using 

system dynamics technique which is not an ideal method for queueing networks with 

resources as they emphasized in their research. They did not model every main specialty 

individually, instead a submodel is used to represent all main specialties. In addition, only 

admission wards are taken into account in the model instead of all main specialty wards. 

They did not measure bed occupancy rates of each inpatient specialty, but bed occupancy is 

calculated at the hospital level. Moreover, the interactions between departments (i.e. referrals 

from A&E to outpatient and inpatient specialties) are not considered in the simulation 

modelling.  

Gunal and Pidd (2007) model a whole hospital which is composed of A&E, inpatient, 

outpatient departments and waiting list generating four simulation models. There are some 

limitations in the models. For example, non-elective inpatient admissions who are referred 

from only both GPs and A&E are not exhaustively modelled, and fixed distributions are used 

instead. But non-elective admissions are also referred from outpatient specialties or other 

hospitals. Inpatient elective referrals are made from only outpatient departments in the 

model, however, in the reality, elective patients are referred from different sources (i.e. GPs). 
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In addition, outpatient attendances are referred from GPs and inpatient departments in the 

simulation model. However, outpatients are referred from other referral sources (i.e. A&E 

and self-referrals) in real world. The model does not include theatre processes. It focuses 

only on inpatient wards and ignores other inpatient specialties which do not have wards. The 

model takes into account outpatient clinic slots. In outpatient modelling, percentages are 

used for number of follow ups instead of using more realistic one (i.e. observed frequency 

distributions extracted from the HES dataset). Using frequency distributions for number of 

follow ups enables the model to be more realistic. The simulation model generates a limited 

number of key outputs, for instance, number of patients treated, number of cancellations, 

bed occupancy and ‘outlier’ which represents patients that are not admitted in appropriate 

wards and who stay in inappropriate wards. 

Holm et al. (2013) developed a generic hospital simulation model using discrete event 

simulation technique for the purpose of allocating beds in a hospital. However, they focused 

on only inpatient specialties, and ignored A&E department, outpatient specialties and 

interactions amongst each other’s. Non-elective patient admissions are considered in a 

stochastic nature taking into account arrival time with theoretical distributions. On the other 

hand, elective patient arrivals are planned and known beforehand for each day specifically. 

In addition, length of stay for each ward is modelled with theoretical distributions instead of 

using frequency observed distributions. They avoid to model theatre process and measure 

theatre utilization along with financial inputs and required consultant and nurse hours. 

Demir et al. (2017) developed a decision support tool to better understand future key 

performance metrics of a hospital. They assume this project was carried out in an entire 

hospital by focusing on only 10 main specialties (i.e. general surgery, ophthalmology and 

trauma & orthopaedics) along with A&E department. These specialties represent 85% of all 

inpatient specialties and 51% of all outpatient specialties and majority of total revenue from 

patient care is obtained from these specialties. The developed simulation model is rather 

simple, for example, all specialties are modelled by using single processes in the simulation 

model. However, the specialties have many complex processes, for example, registration, 

pre-assessment, waiting process, consultations, staying in a bed, laboratory processes, triage 

process, diagnostics tests, daycase process and so on. None of these vital elements of a 

hospital system have been considered. The model also takes into consideration the 

interactions between the A&E and inpatient so that non-elective admissions are assumed to 

arrive from the A&E department. However, non-elective patients are not only referred from 
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A&E, but also, they might be referred to inpatient specialties from outpatient specialties or 

other hospitals. The modelling approach are conducted for each patient type (i.e. retinal 

vascular occlusions, diabetic retinopathy and macular degeneration) and type of attendances 

(i.e. first and follow up attendances). Theoretical distributions are estimated for some 

parameters (i.e. length of stay). Number of follow ups is one of crucial parameters, so that 

unique patients attend in the related outpatient clinic as much as number of follow ups 

assigned to them. In this study, average number of follow ups is used for each patient. 

However, number of follow ups is not fixed, and varies according to the patient. Therefore, 

frequency distributions should be estimated and can be assigned to individual patient by 

using label in the simulation model. 

There are a number of healthcare simulation case studies (i.e. Bed P.A.C.) provided by 

Simul8 (Simul8, 2019). It is an excellent resource with wide range of applications for 

beginners to better understand the use of Simul8 in practice. Each model tackles a single 

disease, pathway or a specific problem in hand (e.g. bed capacity/management, operating 

rooms). However, further details about the individual models in the form of a publication or 

a report are not available, thus it is not possible to find out the inner workings of the model, 

such as the care setting, input parameters (data collection and analysis), verification, and the 

validation process. It is therefore not possible to check the validity and reliability of these 

presented models.  

Furthermore, none of the models developed by Simul8 tackles an entire hospital’s services 

as presented in this study, including all specialties within inpatient, outpatient and A&E. Our 

model does not just deal with a specific element of a hospital (e.g. bed management) but it 

considers an array of issues at specialty level, including theatres, outpatient clinic slots, bed 

management, staff management, patient readmissions, laboratory, tariff per diagnostic and 

so on. More importantly we provide all the relevant details for hospitals to be able to replicate 

this within their own setting. 

 

2.4 Simulation modelling of healthcare services 

 

In literature, studies related to simulation modelling of healthcare services can be split into 

two types: “system analysis” and “demand & capacity planning”. System analysis aims at 

determining current values of performance criteria such as length of stay and waiting time 
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and makes changes by means of what-if analysis in order to optimize these criteria values. 

Therefore, it is provided that productivities of hospitals are developed. On the other hand, 

demand and capacity planning targets specifying optimum levels of beds and other resources 

required by hospitals. The major distinction is that system analysis focuses on productivity 

while demand & capacity planning determines the optimum required number of beds, staffs, 

equipment or rooms at hospitals.  

 
2.4.1 System analysis 

 

System analysis is an important decision support tool to determine and solve problems 

emerging in systems. As shown in Table 2.1, performance criteria such as length of stay and 

waiting time are taken into account in this study area where statistical techniques have also 

been utilised. 

 
2.4.1.1 Discrete event simulation 

 

Discrete event simulation has been used in many departments of hospitals in order to analyse 

systems of healthcare services. Studies with regard to system analysis are examined in three 

groups: emergency department, inpatient and outpatient department and scheduling. 

 

2.4.1.1.1 Accident and emergency (A&E) department 

 

One of the most widely used areas of simulation methods is the emergency department (ED). 

System analysis and development is crucial for this kind of department where limited 

resources are used, and emergency medical interventions are necessary. In addition, most 

studies have examined current performances of EDs by means of triage systems which 

classify patients according to their urgency case at emergency departments. Some 

researchers compare existing triage system with new approaches while others just benefit 

from triage system in simulation models. In the literature, Connelly and Bair (2004) compare 

the existing triage system with ‘acuity ratio triage (ART)’ (the ART allows an initial 

assessment relevant to input-output (patient) and resources utilization). The authors state the 

advantages and disadvantages of ART on performance criteria, such as service time and 
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treatment time. On the other hand, Medeiros et al. (2008) improve a new simulation approach 

called PDQ which refers patients who need an emergency intervention to a room without 

any registration at busy times of days. The model compares the performance criteria’s, such 

as length of stay and patient flow time, taking differences between the base model and the 

new approach. Ruohonen and Teittinen (2006) create a triage-team approach where patients 

are referred for basic tests, such as blood pressure before seen by a healthcare provider, 

which results in better process times. While in other cases, Gunal and Pidd (2006) readjust 

the existing triage system and proposed a model where performances are measured using 

triage system converted from 5-colour to 3-variable. The new classification tool (to classify 

patients in the ED) outperformed previous triage systems by decreasing length of stay.  

On the other hand, some studies focus on classifying and prioritizing patients, for instance, 

Ozdagoglu et al. (2009) noticed a significant improvement by considering various patient 

types according to their diagnosis, sex and age. A limitation of this study is that the number 

of resources are fixed where in reality EDs can be extremely dynamic in terms of staff and 

equipment. Virtue et al. (2011) use a simplified discrete-event simulation model with the 

aim of illustrating whether the average simulation times correctly estimate length of stay and 

use a 2-scale triage system instead of a 6-scale triage system for classifying patients.   

A number of studies in the literature have developed systems of EDs by means of scenarios. 

Alternative scenarios are generated and compared by measuring the performances of EDs. 

Komashie and Mousavi (2005) analysed to improve an ED through six scenarios which are 

created by taking key resources, (e.g. beds, nurses and doctors) into account with a number 

of limitations that some parameters such as triage and lab tests are not considered. In 

contrast, Duguay and Chetouane (2007) focus on decreasing waiting times in an emergency 

department taking into account a number of scenarios involving additional nurse, physician 

and room. Additional nurse and physician are considered to be tested in different shift time. 

Meng and Spedding (2008) are interested in revealing the impact of eight scenarios on key 

performance metrics (i.e. waiting time and service time). They determine arrival times of 

patients and reduce significantly waiting times developing a number of scenarios related to 

changes in the A&E department. Gul et al. (2012) generated 10 alternative scenarios to 

reduce length of stay, increase patient productivity, develop resource utilization rates and 

specify optimum number of staff members at an ED. In this study, number of staffs are not 

changed for each shift. That is to say that fixed staff schedule is used. Similarly, Wang et al. 

(2012) test to observe whether the generated scenarios has made an impact on length of stay. 
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In addition, the simulation input parameters are mainly based on averages as opposed to 

determining their relevant statistical distributions, such as the arrival process, service times 

and length of stay. 

Emergency departments have been exhaustively investigated by many researchers around 

the world, with the aim of assisting key decision makers find the most effective and efficient 

way of running an ED. Researchers have conducted many studies, creating new triage 

systems, tackling the issues by means of what-if analysis and prioritizing patients according 

to their health status. These studies have a number of limitations, firstly the numbers of staff 

in each shift are generally assumed to be fixed. Secondly, lack of availability of real data to 

capture reality within ED. In some cases, data are obtained through observations while others 

are able to access limited datasets, and thus without real data no simulation model can be 

deemed to be accurate, robust and reliable.  

 

2.4.1.1.2 Inpatient and outpatient specialties 

 

Researchers consider simulation modelling as an alternative solution method in different 

departments of hospitals as well as modelling a whole hospital. Within this framework, 

inpatient and outpatient departments such as radiology and orthopaedic have been 

considered as study areas. Cote (1999) developed a simulation model to determine the 

interaction between room capacity and resource occupancy rates. Swisher et al. (2001) 

constructed a model to investigate the functionality of a family practice clinic. The DES 

model considered the mutual effects of several clinics, including weekdays weekends, and 

hours of days at intraday. The average interarrival times of the clinic were assumed to be 

fixed values. The study suggests that clinics are able to be redesigned without having any 

financial difficulties. Coelli et al. (2007) conduct performance assessment in a 

mammography clinic evaluating the effects of variable parameters (i.e. technician and 

physician) step by step. Strengths of the study is for the inclusion of the clinical examination 

and maintenance planning of equipment into the scenarios. Moreover, periodic breaks such 

as lunch and patient walking speed and time are considered. It is mentioned as limitation that 

capacities of all rooms are fixed. VanBerkel and Blake (2007) are interested in researching 

a general surgery’s performance indicators. Their modelling approach is based on generating 

many scenarios in order to reduce waiting times and operation room times. Key result of the 
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study is that long waiting times are dependent on numbers of beds. In the study, it is 

suggested that alternative scenarios must be combined to decrease patient waiting times. 

Komashie et al. (2008) simulate orthopaedic theatre of a hospital and compare occupancy 

rates and throughputs of theatres under some scenarios. When modelling theatres, patients 

are classified according to lengths of operations and scenario-based studies are utilised. 

Eventually, it is found that utilization rates of theatres are different from each other. 

Aksarayli et al. (2009) found that waiting times are reduced when beds are effectively used 

at a urology clinic. In this study, patient classification is carried out in two steps. Firstly, 

patients are assigned as urgent or non-urgent. Secondly, patients who undergo 

hospitalization are divided into three: surgery patient, non-surgery patient and emergency 

surgery patient. The system is modelled by scenarios under the limitation of limited numbers 

of beds and theatre rooms. It is found that more patients can be treated without additional 

costs and the main factor which affects the performance of the clinic is limited numbers of 

beds. Werker et al. (2009) conduct a study focusing on exploring how changes on inputs of 

the system affect the planning times related to a radiation therapy which is tested by ‘what-

if analysis’. As in many studies, fixed numbers of staffs work in the clinic and clinicians are 

assumed as full-time employees in the simulation model, although they do not work during 

lunch breaks. Villamizar et al. (2011) took five different options into account in order to 

assess the system at a physiotherapy centre. The model has fixed parameters such as numbers 

of rooms, treatment types, staffs and patient walking speed. Therefore, it is clear that the 

model is created under restrictions. Furthermore, patient pathways and procedures are 

determined by making interviews with staffs before developing the model. Rohleder et al. 

(2011) measure performance of outpatient pathway at an orthopaedic department where 

suggested changes are experienced, and improvements are reported. During modelling, 

assumptions are made, for instance a doctor can be available when a patient is not treated 

although a doctor normally has a short free time in between treatments. In modelling process, 

a combination of optimum number of staff, patient schedules and punctual staff is applied. 

Hence, significant reductions on waiting times and total patient times emerge as key results. 

 

2.4.1.1.3 Scheduling 

 

A service manager at a hospital department may seek help to find ways of treating more 

patients with limited resources. In this respect, scheduling is a widely used technique with 
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the objective to enhance provision of care efficiently and effectively. Resources such as staff, 

equipment and room are needed to be optimally used for increasing performances of 

healthcare services. In this context, researchers employ simulation modelling in solving of 

scheduling problems. Bowers and Mould (2004) schedule only elective patients and simulate 

to increase utilization rates of theatre at an orthopaedic trauma theatre. In the model which 

scheduling is made weekly, preparation times of patients are included and patients who turn 

up to appointments are considered as ‘did not attend’. This study recommends that increased 

utilization rates on theatres can be provided by means of scheduling. Wijewickrama (2006) 

focused on finding the lowest waiting times at an outpatient department by considering four 

scheduling approaches called ‘B2’, ‘Rising’, ‘15MIN’ and ‘SPTBEG’. Moreover, it is 

attempted that a better solution is found by combining some of considered scheduling 

approaches. 

In some scheduling problems, better solutions have been generated by classifying patients. 

In the studies carried out by Everett (2002), Harper and Gamlin (2003) and Yeh and Lin 

(2007), patients are categorised in order to minimize waiting times. Everett (2002) developed 

a simulation model to help an elective surgery department by means of a scheduling 

approach, where patients are classified with respect to their situation of urgency. In the study, 

a waiting area is created, and few hospitals are simulated. In addition, three icons in the 

simulation model are used to represent admission, theatre and beds. Harper and Gamlin 

(2003) who categorised patients in their study discuss nine schedules which additional 

resources are not used. The results from the scheduling are compared in terms of average 

time, percentage of waited patients and utilization rates of staffs. Unlike others, Yeh and Lin 

(2007) schedule nurses without additional staffs by means of genetic algorithm which is one 

of the heuristic research methods. In the study three different patient groups are used, the 

researchers took into account patient arrival rates differently for every time zone during the 

weekdays and weekends. 
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Table 2.1: Detailed information about studies related to discrete event simulation in system analysis 

N: No, Y: Yes, AoP: Arrival of Patient; IT: Idle Time; LoS: Length of Stay; PFT: Patient Flow Time; PT: 
Planning Time; QL: Queue Length; ST: Service Time; TP: Treated Patient; TT: Treatment Time; UR: 
Utilization Rate; WT: Waiting Time. Table 2. 1: Detailed information about studies related to discrete event simulation in system analysis 
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Table 2.1 (cont.): Detailed information about studies related to other simulation techniques in system 

analysis 

Authors Year Department 
What-if 

Analysis 

Performance 

Criteria 
Triage Scheduling Software 

Frank et al. 2015 Geriatric Y OR, WT, LoS, PN N N Arena 

Oh et al. 2016 Emergency Y WT, QL, LoS, UR Y N Arena 

Hussein et al. 2017 Emergency Y WT, UR N N Simul8 

Babashov et al. 2017 Radiotherapy Y LoS, UR, CL Y N Simul8 

N: No, Y: Yes, CL: Congestion Level; LoS: Length of Stay; OR: Occupancy Rate; PN: Number of Patient; 
PT: Procedure Time; QL: Queue Length; UR: Utilization Rate; WT: Waiting Time. 
 

2.4.1.2 Other simulation techniques 

 

It is clear that there are simulation techniques other than discrete event simulation.  To give 

an example, system dynamics and agent based simulation are used by researchers. These 

simulation methods are explained and compared in Section 5.3 and Chapter 5. In addition, 

studies related to these simulation methods are summarized in Table 2.2. Lane et al. (2000) 

use system dynamics to model an emergency department, on the other hand, Jones and Evans 

(2008) and Wang (2009) carry out their studies by using agent based simulation. Lane et al. 

(2000) and Wang (2009) benefit from scenarios while Jones and Evans (2008) aim was to 

reduce waiting times by means of scheduling approach. Lane et al. (2000) measure the 

performance of an emergency department by generating scenarios which are created by 

different values of bed numbers and patient demands. Moreover, influences of additional 

increases on patient demands in crisis days on the performance are calculated. One scenario 

which consists of less bed capacity and more patient demand is developed and tested. Jones 

and Evans (2008) present a study that schedules staff and examines the impact on waiting 

times in an emergency department. As distinct from other studies, Wang (2009) examines 

how performance criteria are changed in an emergency department according to two 

alternatives, i.e. triage vs. non-triage systems. 
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Table 2.2: Detailed information about studies related to other simulation techniques in system analysis 

Authors Year Department 
What-if 

Analysis 

Performance 

Criteria 
Triage 

Type of 

Simulation 
Software 

Lane et al. 2000 Emergency Y WT, OR, UR Y 
System 

Dynamics 
ITHINK 

Jones and 

Evans 
2008 Emergency Y WT Y Agent Based NETLOGO 

Wang 2009 Emergency Y PN, PT Y Agent Based NETLOGO 

Kaushal et al. 2015 Emergency Y WT, LoS Y Agent Based NG 

N: No, Y: Yes, LoS: Length of Stay; NG: Not Given; OR: Occupancy Rate; PN: Number of Patient; PT: 
Procedure Time; UR: Utilization Rate; WT: Waiting Time. 
 

2.4.2 Demand and capacity planning 

 

Many operational research techniques such as simulation method and mathematical 

modelling have been considered for demand and capacity planning of hospitals. Simulation 

has become a common method in this area. In this context, it is clear that many simulation 

modelling approaches are available: Discrete Event Simulation (DES), System Dynamics 

(SD) and Agent Based Simulation (ABS).  

 

2.4.2.1 Discrete event simulation 

 

Discrete event simulation (DES) is an influential analytical approach to be applied in order 

to plan capacities of healthcare services as understood from the literature (see Table 2.3). In 

this section, studies are examined in three different categories: bed capacity, patient demand 

and capacity, and human resources, equipment and room capacity. 

 

2.4.2.1.1 Bed capacity 

 

Bed capacity problems of healthcare services are directly proportional to hospital demands. 

In addition, increases on hospital demands make bed planning difficult. Accordingly, 

healthcare managements take precautions such as reallocation of beds, building new 

departments and increasing of capacities. Many researchers have developed their studies 
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with regard to bed capacities in intensive care units and all have aimed at finding optimum 

bed numbers. Ridge et al. (1998) suggest a model that allows to investigate whether or not a 

relation exists among capacity, transfer and bed utilization rates at an intensive care unit and 

finds that as capacity increases, transfer and utilization rates decrease. Costa et al. (2003) 

and Zhu et al. (2012) try different numbers of beds in order to get optimal bed numbers in 

their simulation models. For this purpose, Costa et al. (2003) examines intensive care unit 

of a hospital and a critical care unit of another hospital by creating simulation model. Unlike 

this study, Zhu et al. (2012) analyse how two growth rates on demand change optimum bed 

numbers. Apart from these studies, Antmen and Ogulata (2012) also conduct a research in 

an intensive care unit in Turkey. They propose a simulation model to specify bed capacities 

that meet demands of three hospitals’ intensive care units. Intensive care is defined as a 

patient with multi-organ failures, and according to their findings, additional life support 

systems are required. In one of these hospitals, intensive care unit has two departments, one 

for adults and another for children. In addition, intensive care units of these hospitals have 

fixed number of staff and equipment. 

Vasilakis and El-Darzi (2001), Bowers and Mould (2005), Cochran and Bharti (2006) and 

Levin et al. (2008) are interested in solving bed capacity problems at different outpatient 

departments. Vasilakis and El-Darzi (2001) analyse crises coming in sight during winter 

seasons and reveal available bed capacity ‘before crisis’ and ‘during crisis’. Bowers and 

Mould (2005) concentrate on calculating theatre occupancy and examine changes on the 

capacity at an orthopaedic clinic by evaluating five scenarios relevant to ambulatory care. 

Cochran and Bharti (2006) provide that beds are reallocated to more patients by a small 

increase in the bed capacity at an obstetrics hospital. Levin et al. (2008) find that determining 

optimal capacity of cardiology reduces admission times at the ED. 

 

2.4.2.1.2 Patient demand and capacity 

 

Researchers have focused on solving problems around patient demands and capacities. 

Patient demand means the number of patients who are admitted to healthcare services while 

patient capacity represents numbers of people who are treated with available resources under 

current conditions. Again, simulation modelling attracts the attention of researchers as a 

preferred method as it allows you to observe the impact of change on key metrics and easily 

understood by everyone, in the safety of a validated model, without any costing implications. 
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Brailsford et al. (2004) conduct a research investigating changes on demands of two 

hospitals using simulation methods: a whole hospital is modelled by system dynamics 

method and the emergency department of other hospital is analysed by discrete event 

simulation technique. Gupta et al. (2007) examine the system of a cardiac unit in order to 

plan the capacity by classifying patient arrivals, separated into three groups, using a 

simulation modelling approach which measures the influence of increases on the capacity 

over the waiting times. Elkhuizen et al. (2007) generate a model to analyse demand and 

capacity required and decrease ‘access time’ from engagement to the first seen by a medical 

staff in a medical centre. Within this framework, two models which are analytical, and 

simulation are developed to be implemented in neurology and gynaecology departments. 

The capacity is increased to obtain an adequate utilisation percentage and remove ‘backlog’. 

As a result, capacity of the neurology department needs to be increased and gynaecology 

department has enough capacity. Khadem et al. (2008) reorganize the layout of an ED and 

use a simulation model to measure effects of this alteration in the ED. Consequently, a 

significant increase occurs on patient capacity. Ahmad et al. (2012) develop a simulation 

model which explores how possible increases on patient demand effect the ED where three 

different triage zones are used. Since patient arrivals to the ED has risen approximately 30% 

in last 6-year, it is assumed that patient arrivals to each triaged zone for each scenario will 

separately increase by 30%. Thus, influences of this assumption on the performance criteria 

of the system are observed and additional capacity needs are determined.  

 

2.4.2.1.3 Human resources, equipment and room capacity 

 

Equipment, staff and room are capacity parameters of healthcare services. These capacity 

parameters have been investigated scientifically. Martin et al. (2003) specify utilization rates 

of human resources at a geriatric department and required human resources’ capacities are 

calculated for each developed what-if scenarios. Ballard and Kuhl (2006) illustrate how to 

use simulation in order to calculate maximum capacity and compare the differences between 

current situation and maximum capacity of a surgical suite in terms of key performance 

measurement criteria such as utilization rates. Brenner et al. (2010) fix capacities needed 

related to human resources and equipment for an ED through what-if analyses. 
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Table 2.3: Detailed information about studies related to discrete event simulation in demand and capacity 

planning 

Authors Year Department Major Problems 
Performance 

Criteria 
Software 

Ridge et al. 1998 
Intensive Care 

Unit 
Bed Capacity Length of Stay PASCAL 

Vasilakis and El-
Darzi 

2001 Surgery Bed Capacity 
Number of Available 

Beds 
MICROSAINT 

Costa et al. 2003 
Intensive Care 

Unit, 
Critical Care Unit 

Bed Capacity 
Bed Occupancy, 

Admissions 
CCUSIM 

Martin et al. 2003 Geriatric 
Human Resources 

Capacity 
Utilization Rates PROMODEL 

Brailsford et al. 2004 Emergency Patient D&C Utilization Rates SIMUL8 

Bowers and Mould 2005 Orthopaedic Bed Capacity Utilization Rates SIMUL8 

Ballard et al. 2006 Surgical Suite Theatre Capacity 
Utilization Rates, 

Operating room Time, 
Service Time 

ARENA 

Cochran and Bharti 2006 Obstetrics Bed Capacity 
Number of Beds, 

Bed Utilization Rate 
ARENA 

Gupta et al. 2007 Cardiology Patient D&C Waiting Time Not Given 

Elkhuizen et al. 2007 
Neurology, 

Gynaecology 
Patient D&C 

Utilization Rates, 
Length of Queue,  

Access Time 
Not Given 

Khadem et al. 2008 Emergency Patient D&C 
Waiting Time, 
Service Time 

MEDMODEL 

Levin et al. 2008 Cardiology Bed Capacity Admission Time MEDMODEL 

Brenner et al. 2010 Emergency 

Human and 
Equipment 
Resources 
Capacity 

Arrival of Patient, 
Utilization Rates, 

Waiting Time, 
Service Time 

SIMUL8 

Ahmad et al. 2012 Emergency Patient D&C 

Waiting Time, Length 
of Stay, Treatment 
Time, Utilization 

Rates 

ANYLOGIC 

Zhu et al. 2012 Intensive Care unit 
Bed Capacity, 
Patient D&C 

Occupation Rate Not Given 

Antmen and Ogulata 2012 Intensive Care unit Bed Capacity 
Waiting Time, 
Length of Stay 

SIMAN 

Landa et al. 2014 Inpatient Bed Capacity, 
Patient D&C 

Number of Patient 
Misallocated, Waiting 

Time, Occupation 
Rate 

Witness 

D&C: Demand and Capacity 

 

2.4.2.2 Other simulation techniques 

 

System dynamics and agent based simulation have been applied to solve capacity problems 

as shown in Table 2.4. Exadaktylos et al. (2008) and Kumar (2011) conducted research to 

establish the number of beds by using system dynamics, while Cabrera et al. (2012) optimize 
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numbers of staffs in an emergency department by using agent based simulation. Exadaktylos 

et al. (2008) specify required additional bed numbers by system dynamics method in an 

emergency department. The simulation model is built by taking into account the assumption 

that more outpatients in surgical side of the emergency department exist than in medical side. 

Furthermore, the system is tested by altering the number of beds, length of stay and patient 

arrivals. It is determined as a key result that required additional bed numbers increase year 

on year. On the other hand, Kumar (2011) focuses on numbers of beds and patient activities 

at a surgery department. The researcher models the system by means of scenarios which are 

based on capacity optimization generated with respect to parameters such as numbers of 

beds, waiting list and length of stay. In the study, two patient admissions, namely emergency 

and routine are admitted, demand from emergency is more dynamic than others. With the 

differences of studies described above, Cabrera et al. (2012) focus on optimizing the 

numbers of staffs such as doctors, nurses and admission staff in an emergency department 

of a hospital. 

 

Table 2.4: Detailed information about studies related to other simulation techniques in demand and capacity 

planning 

Authors Year Department 
Major 

Problems 
Performance 

Criteria 
Type of 

Simulation 
Software 

Exadaktylos et al. 2008 Emergency 
Bed 

Capacity 
Waiting Time 

System 
Dynamics 

ITHINK 

Kumar 2011 Surgery 
Bed 

Capacity 

Length of Stay, 
Numbers of 

Patients, 
Waiting Time 

System 
Dynamics 

POWERSIM 

Cabrera et al. 2012 Emergency 
Human 

Resources 
Capacity 

Length of Stay 
Agent 
Based 

NETLOGO 

Rashwan et al. 2015 
Hospital for 

Elderly 
Patients 

Bed 
Capacity 

Length of Stay, 
Percentage of 
Bed Blockage 

System 
Dynamics 

NG 

Mathews and Long 2015 
Intensive 
Care Unit 

Bed 
Capacity 

Waiting Time, 
Length of Stay, 
Bed Occupancy 

Queuing 
Theory 

NG 

Lane et al. 2016 Emergency 
Bed 

Capacity 

Waiting Time, 
Bed Occupancy, 

Resource 
Utilization 

System 
Dynamics 

ITHINK 

German et al. 2018 Hospital 
Bed 

Capacity 
Hospital Bed 

Ratio 
System 

Dynamics 
POWERSIM 

NG: Not Given 
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2.5 Mathematical modelling and simulation-optimization approaches in healthcare 

services 

 

Mathematical modelling is a popular technique to investigate healthcare issues (i.e. bed 

capacity, performance analysis, etc.). Recently, simulation and mathematical modelling have 

been integrated for demand and capacity planning of hospitals. Articles related to capacity 

planning generally focus on finding the optimum numbers of beds and resources. This 

section has been examined by splitting into two parts in demand and capacity planning of 

healthcare: “mathematical modelling” and “simulation optimization”. These sections are 

exhaustively explained as follows and summarized in Table 2.5 and 2.6. 

 

2.5.1 Mathematical modelling 

 

Mathematical modelling is a method applied to examine performances of healthcare 

services. It is aimed to obtain optimum values under constraints, such as budget and capacity. 

Mulholland et al. (2005) formulated a mathematical model that maximized the financial 

results of a surgery department. In the model, bed days, operating, recovery and preoperative 

rooms times are considered as constraints. In addition, there is an assumption where volumes 

of each procedure can be reduced or increased by 15%. Moreover, impact of changes (5%, 

10% and 15%) about procedure volume on the assumption are assessed. Mazier et al. (2010) 

formulate two linear programming with the aim of minimizing ‘transfer’ and appointment 

costs and waiting times through their objective function. Constraints including non-

adherence between patients, capacities of rooms are added to the model. Two models are 

compared in terms of their performances. Unlike others, in this study, simulation approach 

for the selected model is improved and applied by means of scenarios which consist of 

different patient arrivals under capacities of the units in a hospital.  

As can be understood from the literature, one of the most common methods is mathematical 

optimization in capacity planning problems. Healthcare services as well as other industries 

have applied mathematical optimization. Linear integer programming and mix integer 

programming are given as samples of optimization techniques which are used in solutions 

of these problems. Vissers et al. (2005) determine the needed capacities of related 

departments by scheduling the operating theatre by an integer linear programming model. 

Adan et al. (2009) further developed their previous study, which focused on scheduling the 
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operating theatre, by taking into account a stochastic variable relevant to length of stay and 

compared the capacities with respect to stochastic and deterministic variables. 

In some studies, healthcare services have been considered in terms of bed capacity problems. 

Akcali et al. (2006) focuses on determination of bed capacity while Wang et al. (2009) and 

Abdelaziz and Masmoudi (2012) are interested in bed capacity by allocating available beds. 

Akcali et al. (2006) calculate numbers of beds required by a hospital under restrictive 

parameters by experimenting different scenarios which are improved by considering 

indicators, such as demand rate, waiting cost and patient delay. The researchers generate 

patient arrival rates by simulating the scenarios instead of using statistical forecasting 

techniques. Moreover, in the study, only bed capacity of a whole hospital is calculated 

instead of each department. Wang et al. (2009) provide the best distribution of beds by 

calculating values of objective functions by means of scenarios which are created by 

assigning different numbers of available beds to each department. A restrictive point of this 

study, five major departments of a hospital is selected instead of considering all departments. 

In addition, only elective and urgent patients from the emergency department are taken into 

account in the study even if non-elective patients are also admitted to the inpatient specialties 

from different referral sources (i.e. other hospitals). Likewise, Abdelaziz and Masmoudi 

(2012) focus on allocating beds by using optimization technique. Distinctively, all hospitals 

in Tunisia are counted in the study. Beds of each hospitals are reallocated to their 

departments through a goal programming and therefore, supplementary bed requirements 

across the country are determined for each department.  

A number of studies have been interested in scheduling problems in healthcare settings. 

Mathematical models have been developed for efficient human resources planning. For 

example, staff scheduling conducted by Guler (2013), Satheesh Kumar et al. (2014), Wang 

et al. (2014), Cetin and Sarucan (2015), and Bagheri et al. (2016). In addition, operating 

room have been scheduled by Zhang et al. (2009), Yahia et al. (2014), Bouguerra et al. 

(2015), Wang et al. (2015), Maaroufi et al. (2016) and Yahia et al. (2016). 
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Table 2.5: Detailed information about studies related to optimization in demand and capacity planning 

Authors Year Department Objective Function Method Software 

Vissers et al. 2005 
Cardiothoracic 

Surgery 

Min: Deviation at 
Utilization of 

Resources 

Mixed Integer 
Linear 

Programming 
MOMIP 

Mulholland et 
al. 

2005 Surgery 
Max: Financial 

Outcomes  
Linear 

Programming 
MS Excel 

Akcali et al. 2006 Hospital Min: Costs 
Nonlinear Zero-

One Integer 
Programming 

C++ 

Adan et al. 2009 
Cardiothoracic 

Surgery 

Min: Under & Over-
Utilization of 

Resources 

Mixed Integer 
Linear 

Programming 
CPLEX 

Wang et al. 2009 Hospital 
Max: Incomes  

Min: Costs 
Mixed Integer 

Linear Program 
LINGO, 
CPLEX 

Mazier et al. 2010 Emergency 
Min: Transfer Cost,  
Assignment Cost,  

Waiting Time 

Linear 
Programming 

CPLEX 

Abdelaziz and 
Masmoudi 

2012 Hospital 
Min: Costs and 

Numbers of Nurses 
and Physicians 

Goal 
Programming 

WHAT'S 
BEST 

Bachouch et al. 2012 Hospital Min: Cost 
Integer Linear 
Programming 

GLPK, 
LINGO, 
CPLEX 

Shapoval and 
Lee 

2017 Inpatient 
Min: Worst Blocking 

Probability 

Mixed Integer 
Nonlinear 

Programming 
NG 

Sitepu et al. 2018 Hospital 
Min: Total Operating 

Cost 
Integer 

programming 
NG 

    NG: Not given 

 

2.5.2 Simulation-optimization modelling 

 

In some studies, optimization and simulation methods have been combined in solving 

capacity problems of healthcare services, where effective solutions have been investigated 

(see Table 2.6).  

Kokangul (2008), Oddoye et al. (2009), Zhang et al. (2012), Ma and Demeulemeester (2013) 

and Holm et al. (2013) are interested in bed capacity problems, whereas Zhang et al. (2009) 

conducted a study related to operating room capacity. Kokangul (2008) determines 

maximum patient demand by means of simulation. The researcher assumes that this 

maximum demand causes the required maximum bed capacity in paediatric intensive care. 

The simulation model is rerun using the maximum bed capacity and it is tested that neither 

rejection nor transfer is possible for any patient. The optimum bed capacity is found by using 
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parameter values such as maximum bed capacity by a mathematical modelling which targets 

maximum patient admission and has service and occupancy levels constraints. Oddoye et al. 

(2009) simulate a medical assessment unit in order to get five performance criteria values 

coupled with lengths of queues, numbers of beds and waiting times. The researchers 

establish the required resources of the unit by using a goal programming approach, where 

the results from the simulation is used as input into the mathematical model. Zhang et al. 

(2009) who benefit from a mixed integer programming in distributing hours of operating 

room to departments and simulate the room in order to specify lengths of stay. In their 

mathematical model, there are assumptions such as fixed patient demands for every week, 

fixed numbers of staffs and considers only weekdays (although patients can also stay during 

weekends). On the other hand, Ma and Demeulemeester (2013) aim to effectively allocate 

the available beds. To this, the researchers conduct a study which consists of three steps and 

plans capacity of a hospital. In the first step of the study, an integer linear programming 

model is developed to efficiently use resources and maximize the financial situation of the 

hospital. Moreover, constraints such as bed capacity and bed utilization are taken into 

account. In the second step, the objective is to allocate the beds effectively, therefore a mix 

integer linear programming model is developed. In the final step, a performance 

measurement is successfully completed by using the results obtained from the mathematical 

models through a discrete event simulation model.  

Simulation-optimization studies have been utilised in resource optimization as well as bed 

capacity problems. In this context, human resources and hospitals’ rooms have been 

evaluated in the scope of these problems. Ahmed and Alkhamis (2009), Cabrera et al. (2011), 

Cabrera et al. (2012), Ghanes et al. (2015) and Uriarte et al. (2017) investigated human 

resources of healthcare services. Ahmed and Alkhamis (2009) determined the staffing level 

from optimization model by considering budget constraint, patient arrivals and waiting 

times. These optimum numbers of staffs are used as inputs in the simulation model and 

therefore measure the system performance. 

Scheduling problems were solved using simulation-optimization approach by Lamiri et al. 

(2009), Cappanare et al. (2014), Saodouli et al. (2015). Lamiri et al. (2009) developed a 

simulation-optimization method to plan elective surgery cases since operating rooms are 

used by both elective and non-elective patients. A mixed integer programming was 

developed with objective functions minimizing patients’ related to costs and overtime costs. 

A Monte Carlo simulation was developed to find a reasonable solution for elective surgery 
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cases and compared the developed simulation-optimization method with a number of 

heuristic and meta-heuristic methods (i.e. sequential improvement, local optimization, and 

taboo search heuristics). Cappanare et al. (2014) compared different scheduling policies by 

developing a mixed integer programming and then, combined this with a discrete event 

simulation model. They tested the schedules generated by optimization method in a 

stochastic nature of the hospital provided by the simulation model with the parameters (i.e. 

surgical time and length of stay) which have the features of variability. 
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Table 2.6: Detailed information about studies related to mathematical modelling in demand and capacity 

planning 

Authors and Year Methods Objective Function Main constraints 
Inputs 

(from to) 
Software 

Kokangul (2008) 
S: DES 

O: INLP 
Max: Number of 

admissions 
Service level, 

Occupancy level 
S to O 

S: Matlab 
O: Lingo 

Zhang et al. (2009) 
S: DES 
O: MIP 

Min: Length of stay 

OR capacity, emergency 
demand to be met, 

postponed demand, unmet 
demand 

O to S 
S: Awesim 
O: CPLEX 

Oddoye et al. (2009) 
S: DES 
O: GP 

Min: Deviations from 
queues,  

waiting times, beds 

Queue length, waiting 
time, number of beds 

S to O 
S: Micro saint 

O: NG 

Ahmed and 
Alkhamis (2009) 

S: DES 
O: IP 

Max: Throughput  
Min: Cost 

Budget, average waiting 
time, staffing level 

 S to O 
S: Simiscript 

O: MS Excel solver 

Lamiri et al. (2009) 
S: MCS 
O: MIP 

Min: Overtime cost,  
Patients’ related costs 

Assignment of elective 
case once 

O to S 
S: C#.NET 
O: CPLEX 

Cabrera et al. (2011) 
S: ABS 

O: O 
Min: Waiting time Cost of staff configuration S to O 

S: Netlogo 
O: NG 

Zhang et al. (2012) 
S: DES 
O: SSA, 
SBSA 

- - S to O 
S: Arena 
O: VBA 

Cabrera et al. (2012) 
S: ABS 

O: O 
Min: Length of stay Cost of staff configuration S to O 

S: Netlogo 
O: NG 

Ma and 
Demeulemeester 

(2013) 

S: DES 
O: ILP, 

MIP 

Max: Total financial 
contributions 

Bed shortage, BDU, OR 
blocks, total surgery time, 
admission volume bound 

O to S 
S: Arena 

O: CPLEX 

Holm et al. (2013) 
S: DES 

O: PIOA 
- - S to O 

S: FlexSim 
O: R 

Cappanera et al. 
(2014) 

S: DES 
O: MIP 

1st Min: Max ORs and 
BDU 

2nd Min: Gaps between 
max and min ORs and 

BDU 
3rd Min: Sum of quadratic 
positive deviations of ORs 

and BDU from a fixed 
threshold 

Daily utilization of ORs, 
maximum BDU 

O to S 
S: Arena 

O: CPLEX 

Ghanes et al. (2015) 
S: DES 
O: O 

Min: Length of stay 
Staffing budget, Door-to-

door time 
S to O 

S: Arena 
O: OptQuest 

Saadouli et al. 
(2015) 

S: DES 
O: MIP 

Min: Maximum 
completion time and total 
waiting time of operations 

Completion times, waiting 
times, assignment of 

operations 
O to S 

S: Arena 
O: CPLEX 

Uriarte et al. (2017) 
S: DES 

O: NSGA 
II 

- - S to O 
S: FlexSim 

O: ModeFRONTIER 

ABS: Agent based simulation, BDU: Bed daily utilization, DES: Discrete event simulation, GP: Goal 
programming, ILP: Integer linear programming, INLP: Integer nonlinear programming, IP: Integer 
programming, Max: Maximization, Min: Minimization, MIP: Mixed integer programming, NG: Not given, 
NSGA II: Non-dominated sorting genetic algorithm II, O: Optimization, OR: Operating room, PIOA: 
Prevalence and incidence optimization algorithm, S: Simulation, SSA: Simultaneous search algorithm, SBSA: 
Sequential bisection search algorithm, VBA: Visual basic for application 
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2.6 Forecasting hospital demand 

 

Many studies have been conducted using time series analysis to forecast patient demand (see 

Table 2.7). Some of these studies focused on comparing different forecasting methods. For 

example, Champion et al. (2007) compared two forecasting techniques to estimate future 

admissions. Jones et al. (2008) used regression models including climate variables to 

compare a number of forecasting methods to estimate A&E demand. Sun et al. (2009) 

forecasted daily admissions to A&E by autoregressive integrated moving average (ARIMA) 

and generalized linear model (GLM), including weather variables for planning resources and 

staff. Kam et al. (2010) used a variety of ARIMA techniques (SARIMA and multivariate 

SARIMA) and compared them with moving averages to calculate daily demand. Marcilio et 

al. (2013) found generalized estimating equation and generalized linear model as successful 

methods against seasonal ARIMA. On the other hand, Aboagye-Sarfo et al. (2015) used a 

new technique (Vector-ARMA) to compare with ARMA and exponential smoothing 

methods on estimating A&E demand. 

Instead of comparing different forecasting methods, some researchers estimated hospital 

demand by using one or a few methods. Batal et al. (2001), who estimated demand for an 

urgent care clinic, used stepwise linear regression model in order to optimize staffing levels 

for patient demand. Boutsioli (2010) carried out a study on forecasting A&E demand of 10 

hospitals in Greece using a time series method and determined the amount of unforeseen 

admissions using the residuals generated by the regression model. In another study, Boutsioli 

(2013) investigated the unpredictable hospital demand variations by using two types of 

forecast errors (firstly, only positive errors and secondly, both positive and negative forecast 

errors). 

In addition, a number of studies used forecasting methods for different aims. For example, 

Blaisdell et al. (2002) and Moustris et al. (2011) forecasted hospitalizations for the paediatric 

patients with asthma. Moreover, Joy and Jones (2005) was interested in forecasting hospital 

bed demands, whereas Toerper et al. (2016) predicted required hospital beds for patients 

admitted from cardiac catheterization laboratory. Schweigler et al. (2009) focused on 

estimating bed occupancy rate in an A&E department, whereas length of stay was predicted 

by Hussey and Guo (2005) in a child residential treatment, Wrenn et al. (2005) in an 

emergency department, Garg et al. (2011) in a hospital, Levin et al. (2012) for paediatric 

intensive care unit, Li et al. (2013) for Cholecystitis patients, Hachesu et al. (2013) for 
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cardiac patients, Combes et al. (2014), Gul and Guneri (2015) in an A&E department, Papi 

et al. (2016) in a hospital and Barnes et al. (2016) for discharge prioritization. 

 

Table 2.7: A literature review on forecasting hospital demands using time series analysis 

Authors and 
Year 

Goodness of fit and forecast 
accuracy 

Method/s used,  
Best method (*) 

Independent variables 

Batal et al. (2001) 
GoF: BIC 
FA: R2 

Stepwise linear regression 
Days, months, seasons, 
holidays, after and before 
days of a holiday 

Reis and Mandl 
(2003) 

GoF: MAPE 
FA: MAPE 

ARIMA - 

Champion et al. 
(2007) 

GoF: RMSE, R2, BIC 
FA: SD 

ARIMA 
Single exponential smoothing (*) 

- 

Jones et al. (2008) 
GoF: AICc, R2 

FA: MAPE 

Artificial neural network 
Exponential smoothing 
Seasonal ARIMA 
Time series regression (TSR) (*) 
Time series regression with climate 
variables (TSRCV) 

Days, months, holiday, near-
holiday, interaction terms (for 
TSR), in addition to these 
daily min – max temperature, 
daily precipitation (for 
TSRCV) 

McCarthy et al. 
(2008) 

GoF: OD, AC, SP 
FA: PC 

Poisson Regression 
Temporal, climatic and 
patient factors 

Sun et al. (2009) 
GoF: Least error 
FA: MAPE 

ARIMA (*) 
General linear model 

Days, months, public 
holidays, weather factors 

Boutsioli (2010) 
GoF: Adjusted R2 
FA: - 

Multivariate regression model 
Weekends, summer holidays, 
official holidays, duty 

Kam et al. (2010) 
GoF: AIC, BIC 
FA: MAPE 

Moving average 
Seasonal ARIMA 
Multivariate seasonal ARIMA (*) 

Days, months, quarters of 
years, seasons, weather 
factors, daily temperature, 
holidays, near-holidays 

Wargon et al. 
(2010) 

GoF: MAPE 
FA: MAPE 

Generalized Linear Model Calendar variables 

Boyle et al. 
(2012) 

GoF: - 
FA: MAPE 

ARIMA 
Exponential smoothing 
Multiple linear regression 

Days, months and public 
holidays 

Marcilio et al. 
(2013) 

GoF: QIC, AIC 
FA: MAPE 

Generalized estimating equation (*) 
Generalized linear model (*) 
Seasonal ARIMA 

Days, months, public 
holidays, after and before 
days of a holiday, temperature 

Boutsioli (2013) 
GoF: AIC, BIC, Adjusted R2 
FA: SD 

ARMA 
Multiple linear regression 

Weekends, summer holidays, 
official holidays, duty 

Bergs et al. (2013) 
GoF: MAE, MAPE, MASE 
FA: MAE, MAPE, MASE 

Exponential smoothing - 

Aboagye-Sarfo et 
al. (2015) 

GoF: AIC, BIC 
FA: MAE, MAPE, RMSE 

ARMA 
Vector-ARMA (*) 
Exponential smoothing 

Time 
Dependent Variables: Age 
group, place of treatment, 
triage category, disposition 

AC: Autocorrelation, AIC: Akaike’s Information Criterion, AICc: Corrected Akaike’s Information Criterion, 
ARMA: Autoregressive moving average, ARIMA: Autoregressive integrated moving average, BIC: Bayesian 
Information Criterion, FA: Forecast accuracy, GoF: Goodness of fit, MAPE: Mean absolute percentage error, 
OD: Overdispersion, PC: Percentage Change, RMS: Root mean square, RMSE: Root mean square error, QIC: 
Quasi-likelihood under the independence model criterion, SD: Standard deviation, SP: Skewness present 
 

Table 2.8 gives detailed information of the literature related to forecasting hospital demand. 

The literature has been drawn on to select forecasting methods to be used in the study. Three 
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forecasting methods (ARIMA, exponential smoothing and multiple linear regression) have 

been widely used as seen in Table 2.8 and 2.9.  

 

Table 2.8: Studies related to forecasting methods applied in hospital demand 

Forecasting methods References 

Artificial Neural Network (ANN) 
Blaisdell et al. (2002), Jones et al. (2008), Moustris et al. 

(2011) 

Autoregressive Integrated Moving 

Average (ARIMA) 

Reis and Mandl (2003), Champion et al. (2007), Sun et al. 

(2009), Boyle et al. (2012), Boutsioli (2013), Kim et al. (2014), 

Aboagye-Sarfo et al. (2015) 

Exponential Smoothing (ES) 

Champion et al. (2007), Jones et al. (2008), Boyle et al. (2012), 

Bergs et al. (2013), Kim et al. (2014), Aboagye-Sarfo et al. 

(2015) 

Generalized Autoregressive Conditional 

Heteroskedasticity (GARCH) 
Kim et al. (2014) 

Generalized Estimating Equations (GEE) Marcilio et al. (2013) 

Generalized Linear Model (GLM) Sun et al. (2009), Wargon et al. (2010), Marcilio et al. (2013) 

Moving Average (MA) Kam et al. (2010) 

Multiple Linear Regression (MLR) 
Jones et al. (2008), Boutsioli (2010), Boyle et al. (2012), 

Boutsioli (2013), Cote and Smith (2018) 

Poisson Regression (PR) McCarthy et al. (2008) 

Seasonal ARIMA (SARIMA) 
Jones et al. (2008), Kam et al. (2010), Marcilio et al. (2013), 

Kim et al. (2014), Zinouri et al. (2018) 

Stepwise Linear Regression (SLR) Batal et al. (2001) 

Vector-Autoregressive Moving Average 

(VARMA) 
Aboagye-Sarfo et al. (2015) 

 

Studies regarding hospital demand were conducted in different periods (i.e. hourly, daily, 

weekly and monthly) as given in Table 2.9. However, no study compared these periods to 

determine the best period that actually forecasts A&E demand.  

Boyle et al. (2012) used three forecasting periods (i.e. hourly, daily and monthly) but did not 

compare these periods to select the most appropriate one. However, it’s not always wise to 

make use of the same period to forecast demand for all specialties. There are variations 

between and within A&E departments, outpatient and inpatient services around the world. 

Daily forecasts can be more accurate for some, whereas weekly or monthly for others. 
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Table 2.9: Different periods considered in forecasting studies applied in hospital demand 

Periods References 

Hourly McCarthy et al. (2008), Boyle et al. (2012), Kim et al. (2014) 

Daily 

Batal et al. (2001), Reis and Mandl (2003), Jones et al. (2008), Sun et al. (2009), 

Wargon et al. (2010), Boutsioli (2010), Kam et al. (2010), Boyle et al. (2012), 

Marcilio et al. (2013), Boutsioli (2013), Kim et al. (2014), Zinouri et al. (2018), Cote 

and Smith (2018) 

Weekly Blaisdell et al. (2002), Moustris et al. (2011) 

Monthly 
Champion et al. (2007), Boyle et al. (2012), Bergs et al. (2013), Aboagye-Sarfo et al. 

(2015) 

 

 

2.7 Simulation studies on healthcare settings for projection 

 

Demand increases for future years have been taken into account in a limited number of 

studies as seen in Table 2.10. These studies are typically based on assumptions or associated 

with data published by the Office for National Statistics. Brailsford et. al (2004) developed 

a whole hospital simulation model integrated with the primary care sectors (i.e. GPs for in-

hours and out-of-hours). The number of referrals from GPs to inpatient services are 

investigated in terms of bed occupancy. 5-year projection is considered in the study and 3% 

year-on-year increase in referrals from GPs to inpatient elective admissions is assumed as 

demand increase in scenario testing.  

Ahmad et al. (2012) developed a simulation model which explores how possible increases 

on the patient demand effect the ED where three different triage zones are used. Since patient 

arrivals to the ED has risen approximately 30% in last 6-year period, it is assumed that 

patient arrivals to each triaged zone for each scenario will separately increase by 30%. Thus, 

the impact of this assumption on the performance criteria of the system are observed and 

additional capacity needs are determined.  

Holm et al. (2013) use discrete event simulation technique to model all inpatient specialties 

in a hospital to allocate beds. Arrival rates of inpatient admissions are expected to be 

augmented by 40% depending on empirical data after the hospital locations are restructured. 

They therefore increased demand of the hospital modelled in the study by 40% for 

projection. 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

42 
 

Demir et al. (2017) develop a decision support tool to better understand future key 

performance metrics of 10 specialties of a hospital. Monthly hospital demands for the next 

year are estimated using forecasting techniques (i.e. exponential smoothing and ARIMA). 

Depending on the forecasted demands, the next 5-year monthly demands are adapted by 

linking with the population growth rates of the catchment area which the hospital serves. 

Forecasting models for all types of patient activity (i.e. elective and non-elective admissions, 

DNA, cancellations, outpatient attendances and A&E admissions) are developed based on 

age groups in all specialties.  

Harper et al. (2017) used a simple regression model to forecast a temporary 10-year demand 

of an endoscopy service. The percentages of demand within the population in each year are 

calculated using historical data. These proportions of demand for the projected years are 

calculated taking into account the estimated number of population provided by the Office 

for National Statistics. An adjustment ratio is calculated dividing the proportion of demand 

by the proportion of the last year of the historical data period. The forecasted demand is 

obtained multiplying by the temporary demand (with regression) and the adjustment ratio. 

This process is carried out for each procedures and age groups. At the end, all forecasted 

demands for each year are aggregated. The estimated demands are fed into the simulation 

model.  

Demir et al. (2018) develop a discrete event simulation model to enable better managements 

of a retinal service in the UK. The service is modelled for better understanding of both 

current and future key performance metrics (i.e. resources utilization and financial outputs). 

To capture future patient activity, they develop a series of forecasting model (not determined 

specifically). After that, using the population growth rates estimated by the Office for 

National Statistics, the forecasted activities are adjusted for the projected year. Forecasting 

processes are conducted for each patient type (i.e. retinal vascular occlusions, diabetic 

retinopathy and macular degeneration) and type of attendances (i.e. first and follow up 

attendances). These forecasted demands are embedded in the simulation model. 
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Table 2.10: Simulation studies on healthcare settings for projection 

Authors and Year Department Demand for Projection 

Brailsford et al. (2004) Inpatient (from GP) Assumption 

Ahmad et al. (2012) Emergency Assumption 

Holm et al. (2013) Inpatient Expectation 

Demir et al. (2017) Hospital Forecasting and integrated with ONS 

Harper et al. (2017) Endoscopy service Integrated with ONS 

Demir et al. (2018) Retinal service Forecasting and integrated with ONS 

         ONS: Office for National Statistics 

 

2.8 Conclusion 

 

Operational research and statistical techniques have been widely applied to healthcare 

systems around the world. In this study, an extensive literature review has been carried out 

in the area of operational research techniques (i.e. specifically forecasting, simulation 

modelling and optimization methods) in terms of problems emerged in healthcare systems. 

In conclusion, the following findings are deduced from the literature: 

 Triage system is used as a system improvement tool in emergency departments. 

 It is aimed that better solutions are obtained by means of what-if scenarios. 

 Validation and verification are made by comparing simulation results with actual 

data even if different statistical methods (i.e. paired t test) are used in some studies. 

 Healthcare services are effectively analysed by classifying and prioritizing patients. 

 Capacities are generally planned by reallocating beds to departments, building new 

departments, making decision about increasing the capacities in both simulation and 

mathematical modelling. 

 Results of performance criteria, which are calculated through scenarios, become 

more of an issue in decision-making periods. 

 Mathematical modelling generally has financial objectives. These objectives aim at 

either cost minimization or outcome maximization. 

 Mathematical modelling is improved by considering constraints and opportunities of 

hospitals. 
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 In mathematical modelling, some performance criteria such as revenue and patient 

numbers admitted are considered as a maximization issue while others such as length 

of stay, waiting time and cost are taken into account as a minimization parameter. 

 In simulation-optimization approaches, optimization techniques are generally used 

for obtaining inputs of simulation models or vice versa. 

 Departments of healthcare services are typically assessed for both system analysis 

and demand & capacity planning. A whole hospital has rarely been examined in 

terms of system analysis and demand & capacity planning. 

 In the majority of hospital simulation modelling (if not all) they concentrate around 

modelling a single disease, service, department or a specialty, and at best a few of 

these services combined. 

 A whole hospital simulation modelling has been developed but incomplete. These 

studies have assumed important points related to hospital systems, for example, 

focusing on only inpatient specialties instead of all specialties (including outpatient 

and A&E), ignoring the interactions between all specialties (i.e. referrals from A&E 

to inpatient and outpatient specialties), using theoretical distributions or average 

numbers for stochastic events (i.e. length of stay) instead of using real hospital data 

(i.e. observed frequency distributions), focusing on  specific outputs  (e.g. bed 

occupancy rate), rather than wide range of key outputs of interest.  

 Forecasting has been widely used for A&E departments and demand for inpatient 

and outpatient services has been neglected.  

 Hospital demands are mostly forecasted in daily period. 

 Forecasting methods have been compared using forecast accuracy measurements 

such as MAPE, MAE, and RMSE. 

 

2.9 Research Gap 

 

Hospitalization has been increasing in all areas of hospitals in the UK, including A&E 

admissions, elective and non-elective admissions, and outpatient attendances with every 

passing year. Service managers and other key decision makers need to better understand the 

likely impacts of increasing demand on key performance metrics (e.g. waiting time targets, 

resource utilization, budget estimates and requirements) in the upcoming years. The 
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objective is therefore to better manage services, increase quality and achieve NHS standards 

and targets. Consequently, the following research gaps have been identified and urgently 

needs to be tackled to balance the current and future demand & capacity needs of hospitals: 

 In the literature, there are no study that has developed a simulation model for an 

entire hospital, where all the relevant data are collected and analysed for each 

specialty within A&E, inpatient and outpatient settings. Within this framework, a 

patient pathway in hospital level should be established, and a generic simulation 

model of an entire hospital should be developed, which eliminates the deficiencies 

of the current and past studies around modelling hospitals within a single framework. 

 Past and current models measure limited number of key output metrics or have 

focused on specific output metrics (e.g. bed occupancy). A user-friendly decision 

support system should be developed to examine wide range key performance metrics 

of A&E and all outpatient and inpatient specialties in a typical NHS Trust (i.e. 

flexible for all NHS Trusts) for future planning. Decision makers should then be able 

to balance demand-capacity, thus an opportunity to intervene well in advance. 

 In the literature, a significant number of past studies have estimated demand for a 

specific department (mostly A&E department). Patient visits in consideration of each 

specialty and types of arrivals have not been forecasted at a hospital level. Each 

specialty should be estimated for better understanding of patient volume of an entire 

hospital for projected usage. 

 In addition, the majority of past studies have preferred daily period to estimate 

hospital demand. However, it’s not always wise to make use of the same period to 

forecast demand for all specialties. There are variations between and within each 

specialty in the hospital. Daily forecasts can be more accurate for some, whereas 

monthly for others. The hospital managements should take into consideration 

different forecasting periods to better estimate hospital demands.  

 For many years, two distinct methodologies (i.e. forecasting and simulation) have 

been used in isolation for health systems. A major gap is therefore identified in the 

literature, i.e., the lack of use of comparative forecasting and simulation techniques 

within the healthcare context. These two distinct methodologies should be integrated 

by conducting an interdisciplinary study. 

 Many simulation-optimisation methods have been developed with the aim of 

determining optimal solutions for their decision variables (e.g. number of operating 
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rooms and beds or staffing cost). In the majority of instances these models have 

focused on modelling a service, department or a specialty, however no models have 

tackled current and future bed occupancy (and other key metrics of interest) at the 

entire hospital level. A model for a single service (or few) would not be inadequate 

to determine the required capacity for all specialties within a hospital. A 

comprehensive entire hospital modelling framework is necessary that combines all 

the specialties and services within a single decision support system (DSS). No model 

so far has ever been developed at this scale, such that it is able to, 1) forecast demand 

for all specialties within inpatient, outpatient and A&E, 2) capture the entire hospital 

patient pathway at a sufficient level of detail, and 3) optimise the required bed 

capacity and the required number of consultants and nurses. 

 

2.10 Summary 

 

In this chapter, the structure of the literature review is outlined, with. an extensive literature 

review is explained. In this respect, the developed generic whole hospital simulation models 

are criticized, and disadvantages and characteristic features of these models are presented. 

How simulation and optimization models are integrated is also explained. Comparative 

forecasting studies are discussed. Simulation studies in healthcare settings for demand 

projection are investigated. After an exhaustive review of the literature, research gaps in 

healthcare simulation and optimization modelling has been identified (with relevant 

evidence) and specified accordingly. The next chapter explains demand and capacity 

modelling of acute hospital services, and important issues are explained, for example, 

definition of the research problem, data source, assumptions and the proposed 

methodologies. 
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CHAPTER 3 
 

Demand and capacity modelling of acute 

hospital services 
 

 

 

 

3.1 Introduction 

 
In this chapter, the developed approaches regarding demand and capacity modelling of an 

entire hospital are presented. In Section 3.2, the research problem of this thesis is identified. 

Section 3.3, 3.4 and 3.5 presents the study design, study settings and population, and study 

protocol, respectively. Section 3.6 describes data sources used in this study. Section 3.7 

explains the assumptions. Section 3.8 clarifies the proposed methodologies. Section 3.8.1 

describes the comparative forecasting process. Section 3.8.2 introduces the developed 

generic hospital simulation model integrated with forecasting technique. Section 3.8.3 

summarises the forecasting-simulation-optimization (FSO) approach. 

 
3.2 Problem identification 

 
According to NHS statistical data, the number of patient activities in A&E departments (see 

Figure 1.1), outpatient services (see Figure 1.2 for first and follow up attendances and DNAs) 

and inpatient services (see Figure 1.3) in England has been on the rise. In addition, the NHS 

statistical data show that the A&E admissions spending at least four hours from arrival to 

admission, transfer or discharge has increased in England. In addition, number of patients in 

outpatient and inpatient services have increased significantly. Moreover, bed occupancy 
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level has exceeded the target level (85%). This situation means that acute services are faced 

with serious problems (i.e. increasing waiting times, lack of resources, etc.) having a 

negative effect on hospital performances. 

High levels of hospitalisation place the management under intense pressure. This is due to 

multiple factors, such as population expansion, alcohol and cigarette consumption, and 

stress. The size of the population is a core factor as this is both growing and aging in the UK. 

Coupled with limited capacity (i.e. bed, staff) and financial constraints as well as increasing 

demands of patients, it is clear that acute services will continue to struggle (i.e. longer 

waiting times) to use their resources efficiently. Due to increasing numbers of patients, 

hospital managements will need to provide higher productivity rates of acute services by 

enhancing the matching demand and capacity of hospitals. 

A comprehensive modelling framework is needed that brings together all specialties and 

services at a hospital within a single decision support system (DSS). The DSS should guide 

key decision makers to ensure their system is able to cope with current and future demand, 

and able to stress test the system, not just focusing on a single specialty (or a service) but its 

impact on the hospital as a whole. Therefore, they should better understand patient pathway 

and simulate current systems for projection and model the level of resources needed by 

patients in acute services in future. Thus, hospital key decision makers can generate efficient 

solutions about problems related to demand and capacity of acute services and have better 

management skills. 

 
3.3 Study Design 
 

This study uses the vast majority of the inputs are provided locally by Princess Alexandra 

Hospital, e.g., number of beds, number of outpatient clinics, number of theatres, staff 

availability, etc.  In addition, the National Hospital Episode Statistics (HES) in England is 

used. Required hospital data are extracted from this ‘big data’ corresponding to the hospital 

of interest, i.e., 248,910 A&E arrivals (with 86 variables), 996,134 outpatient attendances 

(with 130 variables) and 191,462 inpatient admissions (with 414 variables) over the period 

of the study between 1 February 2010 – 31 January 2013. 

This study is accepted and approved by the Ethics Committees with Delegated Authority 

(ECDA) in the University of Hertfordshire with the protocol number ‘BUS/PGR/UH/02715’ 
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under date of 21.11.2016. The Ethic Approval Notification given by the University of 

Hertfordshire Social Sciences, Arts and Humanities ECDA is presented in Appendix 1. 

 
3.4 Study Settings and Population 
 

This study is carried out using the data belonging to the Princess Alexandra Hospital located 

in Harlow, England. Also, we worked with a number of people, i.e., Director of Service 

Redesign and Transformation, Director of Planning, Director of Clinical Services, Director 

of Finance, Assistant Director of Finance, and Finance Consultant. The average number of 

A&E admissions at PAH is around 82,970; 332,045 attendances to outpatient services, and 

63,821 for the inpatient services over the study period. The A&E department operates 7 days 

a week and 24 hours a day. In addition, the A&E is a 22-bed department and treats 

approximately 227 patients per day (mean 226.99, standard deviation [SD] ± 28.71). All the 

hospital wards used for inpatient admissions consists of 557 beds. In addition, the hospital 

serves 25 specialties for the outpatient services and 26 specialties for inpatient services.  

 

3.5 Study Protocol 
 

In this study, 36-months of data are used for the period 1 February 2010 – 31 January 2013. 

The data covering the period between 1 February 2010 and 31 January 2012 are used for the 

purpose of training set in forecasting and for the purpose of establishing the required 

observed frequency distributions and percentage of patient referrals in simulation modelling. 

The period (1 February 2012 – 31 January 2013) is used to validate the forecast accuracies 

of out-of-samples of the models and the simulation results for the validation of the simulation 

model. 

 
3.6 Data Sources 
 

The Department of Health in the UK releases annually its national database, the Hospital 

Episode Statistics (HES). The HES data set contains personal, medical, and administrative 

details of all patients admitted to, and treated in, NHS hospitals in England (Demir and 

Chaussalet, 2009). There are more than approximately 80 million records for each financial 

year. A financial year is from 1 April to 31 March the following year. The HES data set 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

50 
 

captures all the consultant episodes of patients during their stay in hospital. During a hospital 

stay, a patient might encounter several successive episodes, collectively known as a spell.  

The data were provided in a txt format and “necessary steps were taken to import the data 

into Microsoft SQL Server version 12.0, so that database programming could be carried out 

to prepare the data for analysis. Initial checks were made to ensure that the data sets provided 

contained encrypted NHS numbers for matching purposes” (Demir, 2014). The data period 

is from 01/04/10 to 31/03/13 (three financial years).  

The total number of observations in the A&E dataset over the data period in England is 65m 

records, 15m inpatient admissions, and 175m outpatient attendances as seen in Table 3.1. 

We extracted all inpatient, outpatient and A&E data sets corresponding to the hospital of 

interest, i.e., 248,910 A&E arrivals (with 86 variables), 996,134 outpatient attendances (with 

130 variables) and 191,462 inpatient admissions (with 414 variables).  

 

Table 3.1: Number of patient activities in England per financial year  

Specialty 2010/11 2011/12 2012/13 Total 

A&E department 21,380,985 21,605,067 21,802,377 64,788,429 

Outpatient service 57,728,023 58,204,060 59,382,240 175,314,323 

Inpatient service 4,954,622 5,071,890 5,140,044 15,166,556 

Total 84,063,630 84,881,017 86,324,661 255,269,308 

Number of A&E arrivals, number of outpatient activities (i.e. first and follow up attendances and DNAs) and 

number of inpatient admissions 

 

The inpatient and outpatient datasets were further partitioned into 28 distinct specialties (e.g. 

cardiology, ophthalmology, trauma and orthopaedics). This is to ensure all specialties within 

the hospital are considered as part of our forecasting and simulation modelling. For each 

specialty activity related data (daily, weekly, and monthly inpatient admissions and 

outpatient attendances) along with 100’s of other variables (see Table 3.2) were extracted 

and analysed, and distributions were established as part of input parameters into our 

simulation model.  

Where required data are not available in HES, local data were provided by the hospital for 

inpatients and outpatients for each specialty, including, number of inpatient beds; number of 

doctors and nurses; inpatient annual theatre capacity; percentage of patients having a 

surgery; outpatient clinic slots; A&E shifts, number of A&E triage rooms, and A&E clinic 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

51 
 

room availability (a comprehensive list of input parameters extracted from HES and local 

data are explained in Chapter 8 for a single specialty).   

 

Table 3.2: Activity related data in trauma and orthopaedics outpatient and inpatient specialty over the data 

period 

   DNA: Did not attend 

 

3.7 Assumptions 
 

During the forecasted and simulation period (namely the next 12 months), we confirm that 

the hospital has not changed in any fundamental way. 

The specialties with less than 1% patients of total patient activity in the hospital are 

considered as “other specialty” and therefore all specialties of the hospital are taken into 

account. “Other specialty” for outpatient services (see Table 3.3) consists of orthodontics, 

plastic surgery, medical oncology, geriatric medicine, radiology, chemical pathology and 

allied health professional episode. “Other specialty” for inpatient elective services (see Table 

Patient Activity 

Trauma & orthopaedics outpatient specialty 

 Age groups Attendance DNA Cancellation Total 

First attendances 

Age group 1 (0 - 15) 6,070 472 1,401 7,943 

Age group 2 (16 - 35) 5,435 864 1,161 7,460 

Age group 3 (36 - 50) 5,910 602 1,590 8,102 

Age group 4 (51 - 65) 6,567 339 1,730 8,636 

Age group 5 (65+) 7,385 326 1,965 9,676 

Follow up attendances 

Age group 1 (0 - 15) 7,174 1,132 2,169 10,475 

Age group 2 (16 - 35) 8,126 1,855 2,120 12,101 

Age group 3 (36 - 50) 12,019 1,741 3,419 17,179 

Age group 4 (51 - 65) 15,823 1,336 4,602 21,761 

Age group 5 (65+) 20,263 1,439 6,313 28,015 

Trauma & orthopaedics inpatient specialty 

Age groups Elective Non-elective Total 

Age group 1 (0 - 15) 310 640 950 

Age group 2 (16 - 35) 1,231 805 2,036 

Age group 3 (36 - 50) 2,210 824 3,034 

Age group 4 (51 - 65) 3,121 826 3,947 

Age group 5 (65+) 3,655 2,144 5,799 
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3.4)  is composed of plastic surgery, anaesthetics, dermatology, neurology, rheumatology, 

geriatric medicine and obstetrics whereas it for inpatient non-elective services (see Table 

3.5) involves ear, nose and throat (ENT), ophthalmology, oral surgery, accident and 

emergency, anaesthetics, gastroenterology, endocrinology, clinical haematology, medical 

oncology, neurology, rheumatology, general medical practice, clinical oncology, radiology 

and allied health professional episode.  

 
 

Table 3.3: Number of patient activity in outpatient services in the hospital 

Main specialty Number of patient activity Percentage (%) 
General surgery 64,471 6.87% 
Urology 43,012 4.58% 
Trauma & orthopaedics 131,433 14.00% 
Ear, nose and throat (ENT) 49,916 5.32% 
Ophthalmology 101,116 10.77% 
Oral surgery 24,922 2.65% 
Orthodontics 3,384 0.36% 
Plastic surgery 2,194 0.23% 
Anaesthetics 55,530 5.91% 
General medicine 59,608 6.35% 
Gastroenterology 14,522 1.55% 
Clinic haematology 27,399 2.92% 
Cardiology 38,291 4.08% 
Dermatology 36,739 3.91% 
Medical oncology 5,332 0.57% 
Neurology 13,857 1.48% 
Rheumatology 24,893 2.65% 
Paediatrics 42,713 4.55% 
Geriatric medicine 8,780 0.93% 
Obstetrics 92,027 9.80% 
Gynaecology 66,516 7.08% 
Clinical oncology 25,773 2.74% 
Radiology 127 0.01% 
Chemical pathology 1,835 0.20% 
Allied health professional episode 4,719 0.50% 
Total 939,109 100.00% 
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Table 3.4: Number of patient activity in elective inpatient services in the hospital 
Main specialty Number of patient activity Percentage (%) 
General surgery 10,612 12.26% 
Urology 10,121 11.69% 
Trauma & orthopaedics 10,526 12.16% 
Ear, nose and throat (ENT) 2,650 3.06% 
Ophthalmology 4,923 5.69% 
Oral surgery 4,360 5.04% 
Plastic surgery 273 0.32% 
Anaesthetics 389 0.45% 
General medicine 7,021 8.11% 
Gastroenterology 3,825 4.42% 
Clinic haematology 7,867 9.09% 
Cardiology 3,161 3.65% 
Dermatology 1 0.00% 
Medical oncology 2,316 2.68% 
Neurology 1 0.00% 
Rheumatology 847 0.98% 
Paediatrics 1,344 1.55% 
Geriatric medicine 164 0.19% 
Obstetrics 278 0.32% 
Gynaecology 4,604 5.32% 
Clinical oncology 6,638 7.67% 
Radiology 4,642 5.36% 
Total 86,563 100.00% 

 

Table 3.5: Number of patient activity in non-elective inpatient services in the hospital 
Main specialty Number of patient activity Percentage (%) 
General surgery 11,213 10.18% 
Urology 1,048 0.95% 
Trauma & orthopaedics 5,243 4.76% 
Ear, nose and throat (ENT) 58 0.05% 
Ophthalmology 21 0.02% 
Oral surgery 495 0.45% 
Accident and emergency (A&E) 490 0.44% 
Anaesthetics 5 0.00% 
General medicine 24,815 22.52% 
Gastroenterology 552 0.50% 
Endocrinology 8 0.01% 
Clinic haematology 249 0.23% 
Cardiology 4,006 3.64% 
Medical oncology 1 0.00% 
Neurology 3 0.00% 
Rheumatology 7 0.01% 
Paediatrics 6,816 6.19% 
Geriatric medicine 24,092 21.87% 
Obstetrics 24,567 22.30% 
Gynaecology 6,389 5.80% 
General medical practice 24 0.02% 
Clinical oncology 29 0.03% 
Radiology 21 0.02% 
Allied health professional episode 30 0.03% 
Total 110,182 100.00% 
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3.8 Proposed methodology 

 

In this study, three methodologies are proposed. The first proposed methodology is to 

establish a decision support system (DSS) for comparative forecasting to select the best 

forecasting method and forecasting horizon. The second proposed methodology is to build a 

DSS for developing a generic hospital simulation model integrated with the first proposed 

methodology. The DSS eliminates the deficiencies of the current and past studies around 

modelling hospitals within a single framework. In addition, to our knowledge, the literature 

does not have an extensive study that forecasts demand of all types of 

attendances/admissions of each specialty which then integrates these demand inputs within 

the generic hospital simulation model. Finally, the third proposed methodology is to 

integrate an integer linear programming with the second proposed methodology to reallocate 

the available number of beds and optimize the staffing levels of the inpatient services in the 

hospital. After an exhaustive review of the literature we notice that an entire hospital model 

has never been developed that combines forecasting, simulation and optimization 

techniques. All these proposed methodologies are explained in greater detail as follows. 

 
3.8.1 Forecasting hospital demand 

 
In this study, a decision support system (DSS) is developed to identify better forecasting 

methods and prediction frequency for each specialty of the hospital. The forecasted demand 

is used as an input in the simulation and optimization models, instead of using presumptive 

demand (i.e. assuming that demand will be increased by a rate which represents increases on 

demand in the past) or using basic forecasting approach (i.e. moving average or using the 

population growth rates estimated by the Office for National Statistics). Such this study 

which forecasts hospital demands for each specialty has never been carried out before. The 

structure of the DSS is presented as a flow diagram in Figure 3.1. All required hospital data 

are derived from the HES dataset after an extensive data preparation process. The time series 

patterns (i.e. daily, weekly and monthly) are established after extracting the required data. 

The data are divided into two sets: training set (the first 24-month data) and validation set 

(the last 12-month data). The best model parameters for each forecasting method are 

determined respectively. The mean absolute scaled error (MASE) is obtained for the 

goodness of fit (in sample) and the forecast accuracy (out-of-sample). The forecasting 

models are assessed according to the results of the goodness of fit, whereas the best 
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forecasting method and prediction frequency are selected by taking into account the results 

of the forecast accuracy. Finally, the demands of each specialty are estimated by using the 

forecasting results and these demand inputs are embedded into the generic hospital 

simulation model. Theoretical concepts of quantitative forecasting techniques are explained 

in Chapter 4 and the results of the proposed methodology are presented in Chapter 7 in 

greater detail. In total 768 forecasting models were developed, made up of the following: 

 19 outpatient specialties x 2 (first and follow up referrals separately) x 3 periods 

(daily, weekly and monthly) x 4 forecasting methods, which is 456 models for 

outpatients. 

 16 inpatient specialties (for elective admissions) x 3 periods (daily, weekly and 

monthly) x 4 forecasting methods, which is 192 models for inpatients. 

 9 inpatient specialties (for non-elective admissions) x 3 periods (daily, weekly and 

monthly) x 4 forecasting methods, which is 108 models for inpatients. 

 1 A&E department x 3 periods (daily, weekly and monthly) x 4 forecasting methods, 

which is 12 models for A&E.  

 

 
Figure 3.1: The structure of the decision support system for the comparative forecasting method 

 

3.8.2 Generic hospital simulation modelling integrated with forecasting technique 

 

In this study, a decision support system (DSS) is developed by combining comparative 

forecasting techniques and discrete event simulation for demand and capacity planning in 

the hospital. For this, the predicted demand is obtained from forecasting techniques instead 

of using presumptive demand to embed it as input in the simulation model. A step by step 
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guide is presented as a flow diagram illustrating how the two techniques are combined in 

Figure 3.2. All required hospital data are extracted from the HES dataset over the period of 

the study. The required data are used in both demand forecasting and parameter estimation 

of the statistical distributions for the simulation model. These inputs along with model 

parameters, financial inputs and local data provided by the hospital are embedded into the 

generic hospital simulation model. The model then generates current and future levels of key 

output metrics for each specialty as seen in Figure 3.2. Theoretical concept of discrete event 

simulation is explained in Chapter 5 and the results of the proposed methodology are 

presented in Chapter 8 in greater detail. 

 

 
Figure 3.2: The structure of the decision support system combining generic hospital simulation model with 

comparative forecasting methods 

 

3.8.3 Forecasting-simulation-optimization (FSO) approach 

 

In this study, a decision support system (DSS) named as FSO approach is developed by 

combining comparative forecasting techniques, discrete event simulation and optimization 
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techniques. The goal is to reallocate the available number of beds and optimize staffing 

levels in the inpatient services of the hospital. For this, the projected demands obtained from 

forecasting techniques are embedded as inputs in the simulation and optimization model. 

The structure of the DSS is presented as a flow diagram which shows how three distinct 

techniques are combined in Figure 3.3. Unlike the first two proposed methodologies, an 

integer linear programming is developed to optimize the level of resources of the inpatient 

services admitting patients in a ward. In this proposed methodology, a realistic behaviour of 

the hospital, which is expected to be in the projected year, is benefitted using the proposed 

second DSS to obtain a few inputs (i.e. average length of stay and average revenue) for the 

FSO approach.  

The number of beds for each inpatient specialty is provided by the hospital. In addition, four 

types of inputs are from the literature, for example, target level of bed occupancy rate, 

average staffing costs of consultants and nurses, and finally nurse to patient ratio. The bed 

occupancy rate should not exceed the target level of 85% and nurse to patient ratio should 

be less than or equal to seven patients. The FSO approach then generates future level of key 

output metrics (i.e. the required number of beds, consultants and nurses working with full 

time equivalent). Theoretical concept of integer linear programming is explained in Chapter 

6 and the results of the proposed methodology are presented in Chapter 9 in greater detail. 
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Figure 3.3: The structure of the decision support system 
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3.9 Summary 

 

In this chapter, the research problem was identified, and the methodological approaches were 

proposed. The structure of the developed decision support system was clarified. In addition, 

study design was explained, study settings and population were described. This chapter also 

provided assumptions of the study and introduced the data sources, namely the National 

Hospital Episode Statistics (HES) dataset and local data provided by the hospital.  
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CHAPTER 4 
 

Forecasting time series 
 

 

 

 

4.1 Introduction 

 
In this chapter, the theoretical concepts of forecasting time series are presented. In Section 

4.2, the steps of the forecasting process are explained and methodologies of four forecasting 

techniques are described. Section 4.2.1 introduces the autoregressive integrated moving 

averages (ARIMA) method. Section 4.2.2 describes the exponential smoothing (ES) method. 

Section 4.2.3 and 4.2.4 demonstrate the seasonal and trend decomposition using loess 

forecasting model (STLF) and the stepwise linear regression (SLR) methods, respectively. 

Section 4.3 and 4.4 describe the goodness of fit and forecast accuracy measures, and how 

best the forecasting method is chosen, respectively. 

 

4.2 Study method 

 

Time Series Forecasting is a widely used approach to predict a future event or trend to better 

manage systems and processes. Forecasted estimates must therefore be robust and reliable 

predictions for projection purposes (DeLurgio, 1998). Many advantages are gained as a 

result of using these estimates towards managing a hospital. For example, the hospital 

managers are able to cope with varying demands by adjusting their capacities. In this context, 

they are able to plan ahead in terms of their revenue and costs, how many human resources 
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(i.e. doctors and nurses) are required, which equipment are needed, etc. Forecasting is a 

crucial component of strategic planning of the hospital as well as other industries. 

 
Figure 4.1: Flow Chart of Forecasting Process (*Adapted from Makridakis et al., 1998) 

 

As illustrated in Figure 4.1 (Makridakis et al., 1998), forecasting process is explained step 

by step as follows: 

1. Problem Definition 

Problem is defined, and the definition describes what the problem is, what the time series is, 

who uses the estimates and why the estimates are used. 

2. Gathering Information 

Statistical data (a time series data) must be collected at regular intervals, e.g. daily or 

monthly, before building a forecasting model. 

3. Preliminary Analysis 

The data are examined in terms of exploring some features, e.g. trend, seasonality or cyclical 

pattern in the data. Preliminary analysis is carried out by using descriptive statistics and 

visual inspection of data (e.g. graphical representation). 

Preliminary analysis is a crucial part in specifying the elements of a forecasting method or 

understanding which forecasting model is useful. For example, a stationarity analysis must 
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be carried out in order to determine the value of d if an ARIMA (p, d, q) model where d 

denotes the stationarity of data is used in forecasting. The stationarity of the data can be 

analysed by using descriptive analysis. Another example is that if an exponential smoothing 

method is applied to construct a forecasting model, single exponential smoothing method for 

data excluding trend and seasonality, Holt’s linear method for data having a trend or Holt-

Winters’ method for data including trend and seasonality must be selected. As a result, in 

order to understand whether a data includes a trend and/or seasonality pattern, preliminary 

analysis using descriptive analysis is required. 

4. Choosing and Fitting Models 

After preliminary analysis, a forecasting method (such as ARIMA and ES) firstly must be 

selected and fitted according to data. Secondly, parameters of the selected forecasting 

method must be found (e.g. p, d and q for ARIMA, α and/or β for ES). Thirdly, the data must 

be divided into two groups: training set and validation set. A forecasting model is built by 

using the training set (in-sample). After building a model, the goodness-of-fit of the model 

is calculated by assessment criteria such as MAE (mean absolute error), MAPE (mean 

absolute percentage error) or MASE (mean absolute scaled error). 

5. Using and Evaluating a Forecasting Model 

In this step, a validation process is carried out and the model is validated according to an 

assessment criterion. If two or more forecasting methods are compared, the best method is 

chosen using the assessment criteria. 

 

4.2.1 Autoregressive integrated moving average (ARIMA) method 

 

The autoregressive integrated moving average (ARIMA) method is a forecasting technique 

which has been widely used and generates forecasts by means of autocorrelations in the time 

series (Hyndman & Athanasopoulos, 2014). The ARIMA method has three parameters (p, d 

and q) where p denotes the order of autoregression, d is the order of differencing and q is the 

order of the moving average (DeLurgio, 1998). 

Step 1: 

Step 1 involves data preparation and model selection. Firstly, non-stationarity patterns in the 

time series cause the positive autocorrelations. Hence, the non-stationary data must be 

converted using the method of differencing. 
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1t t tY Y Y                                                          (4.1) 

How to take the first difference is described in Equation (4.1) where  𝑌௧ denotes the 

observation at time  𝑡 and  𝑌௧ିଵ denotes the observation at time (t-1). 

Secondly, model selection in Figure 4.2 enables the values of AR (p) and MA (q) in an 

ARIMA method to be chosen. The AR (p) is the autoregression which implies that 𝑌௧ 

depends on previous observations in the data. Equation (4.2) presents an autoregressive 

model of order one and Equation (4.3) gives higher-order autoregressive models where 𝑐 is 

a constant term, ϕj is jth autoregressive parameter and 𝑒௧ is the error term at time t. 

 

 
Figure 4.2: Forecasting process of ARIMA method (adapted from Makridakis et al., 1998) 

 

1 1t t tY c Y e                             (4.2) 

1 1 2 2 ...t t t p t p tY c Y Y Y e                                 (4.3)  

The MA (q) is the moving average, which relates 𝑌௧ to errors for previous terms in the data. 

Equation (4.4) presents a moving average of order one and Equation (4.5) gives higher-order 

moving average models where 𝑐 is a constant term, 𝜃௝  is jth moving average parameter and 

𝑒௧ି௞ is the error term at time (t-k). 
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1 1t t tY c e e                     (4.4) 

1 1 2 2 ...t t t t q t qY c e e e e                                 (4.5)  

Step 2: 

In the estimation section, computer programs automatically compute the best parameters of 

ARIMA models. To do this, it generates the initial values of the parameters and the best 

model is found iteratively. The method of least squares or maximum likelihood estimation 

is used in order to determine an ARIMA model. 

In this study, the auto.arima ()package in R developed by Hyndman and Khandakar (2008) 

is applied in order to select the best ARIMA models. This function uses the Akaike’s 

Information Criterion (AIC) (see Equation (4.6) for the formula of the AIC) as a criterion in 

order to find the orders of AR (p) and MA (q) in ARIMA models. This function runs 

iteratively until the lowest AIC is found. 

2log( ) 2( )AIC L p q P Q k                              (4.6)  

where L is the maximum likelihood, if c≠0, k=1 and otherwise, k=0 (Hyndman and 

Khandakar, 2008). 

The diagnostics section shows whether the ARIMA model selected in the estimation section 

is an appropriate model or not by using the portmanteau test which examines whether the 

residuals of the model is white noise or not. If the model is not adequate, a new model should 

be selected as shown in Figure 4.2 (Makridakis et al., 1998). 

Step 3 

The estimated values are produced by the selected and verified ARIMA model in this step. 

 

4.2.2 Exponential smoothing method 

 

Exponential smoothing (ES) is one of the most widely used forecasting methods. A feature 

is that “the ES implies exponentially decreasing weights as the observations get older” 

(Makridakis et al., 1998). In addition, the forecasting process of ES is shown in Figure 4.3.  
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Figure 4.3: Forecasting process of exponential smoothing method (adapted from (Makridakis et al., 1998) 

 

Step 1 

Data are divided into two sets: training set (in-sample) and validation set (out of sample). 

Step 2 

There are 15 types of ES model if the error terms are not taken into account as shown in 

Table 4.1. There are in total 30 ES models with the additive error and the multiplicative error 

for each model in Table 4.1 (See Appendix 2, 3 and 4 for all formulas of these 30 ES models). 

The (N,N) model is the single exponential smoothing (SES), the (A,N) model is the Holt’s 

linear model and the (A,A) model is the Holt-Winters’ additive model, whereas the (A,M) 

model is the Holt-Winters’ multiplicative model. (Hyndman et al., 2008). 
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Table 4.1: Types of exponential smoothing methods (Hyndman et al., 2008) 

Trend component 

Seasonal component 

N 

(None) 

A 

(Additive) 

M 

(Multiplicative) 

𝑵 (None) 𝑁, 𝑁 𝑁, 𝐴 𝑁, 𝑀 

𝑨 (Additive) 𝐴, 𝑁 𝐴, 𝐴 𝐴, 𝑀 

𝑨𝒅 (Additive damped) 𝐴ௗ, 𝑁 𝐴ௗ, 𝐴 𝐴ௗ , 𝑀 

𝑴 (Multiplicative) 𝑀, 𝑁 𝑀, 𝐴 𝑀, 𝑀 

𝑴𝒅 (Multiplicative damped) 𝑀ௗ , 𝑁 𝑀ௗ , 𝐴 𝑀ௗ, 𝑀 

 

A damped method is used to decrease the effect of the trend at the end of a time series during 

the period used in estimating. The damped method is frequently a successful approach 

(Hyndman et al., 2008). Table 4.2 shows the trend types and their formulas, where Th is the 

forecast trend, b is a growth term, l is the level term, ϕ is the damping parameter (0< ϕ <1) 

and h is the number of periods (Hyndman et al., 2008). 

 

Table 4.2: Formulas of trend types (taken from Hyndman et al., 2008) 

Trend types Formulas 

None 𝑇௛ = 𝑙 

Additive 𝑇௛ = 𝑙 + 𝑏ℎ 

Additive damped 𝑇௛ = 𝑙 + (𝜙 + 𝜙
2

+ ⋯ . +𝜙
௛

)𝑏 

Multiplicative 𝑇௛ = 𝑙 + 𝑏௛ 

Multiplicative damped 𝑇௛ = 𝑙 + 𝑏(𝜙+𝜙
2

ା⋯.ା𝜙
೓

) 

 

 

4.3.2.1 Single exponential smoothing method 

 

Single exponential smoothing (SES) method (N,N) adds the previous observation value and 

the previous forecast error multiplied by α which is a constant between 0 and 1 as shown in 

Equation (4.7). Thus, if the previous forecast was too low, the next forecast will be higher, 

and if the previous forecast was too high, the next forecast will be lower. 

1 ( )t t t tF F Y F                                   (4.7) 
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where  𝐹௧ାଵ  denotes the next forecast at time (t+1), 𝑌௧ is the observation at time t (Hyndman 

et al., 2008). 

 

4.3.2.2 Holt’s linear method 

 

Holt’s Linear Method (A,N) goes beyond SES by taking a trend into account. It has two 

adjustable parameter terms (α and β) which are between 0 and 1. Equation (4.8) gives the 

level of the data and Equation (4.9) is the formula of the trend in the model and finally, 

Equation (4.10) is the point forecast of the Holt’s linear model (Hyndman et al., 2008). 

Level  : 1 1(1 )( )t t t tl Y l b                               (4.8) 

Growth : * *
1 1( ) (1 )t t t tb l l b                            (4.9) 

Forecast : t t tF l b h                                (4.10) 

where  𝑙௧  is the forecasted value of the level at time (t), 𝑏௧  represents the forecasted value 

of the trend at time (t), 𝐹௧  denotes the forecast at time (t), 𝑌௧ is the observation at time t, 𝛼  

denotes the smoothing parameter in the formula of the level, 𝛽∗  denotes the smoothing 

parameter in the formula of the growth (Hyndman et al., 2008). 

 

4.3.2.3 Damped trend method 

 

Damped trend model (Ad, A) is developed after a damped trend is incorporated into the 

Holt’s linear model. Equation (4.11) gives the level of the data and Equation (4.12) is the 

formula of the trend in the model and finally, Equation (4.13) is the point forecast of the 

damped trend model (Hyndman et al., 2008). 

Level  : 1 1(1 )( )t t t tl Y l b                                       (4.11) 

Growth : * *
1 1( ) (1 )t t t tb l l b                                          (4.12) 

Forecast : 2( ... )h
t t tF l b                                       (4.13) 
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where  𝑙௧  is the forecasted value of the level at time (t), 𝑏௧  represents the forecasted value 

of the trend at time (t), 𝐹௧  denotes the forecast at time (t), 𝑌௧ is the observation at time t, ∅  

denotes the parameter of the trend to be damped, 𝛼  denotes the smoothing parameter in the 

formula of the level, 𝛽∗ denotes the smoothing parameter in the formula of the growth 

(Hyndman et al., 2008). 

 

4.3.2.4 Holt-Winters’ trend and seasonality method 

 

Holt-Winters Method allows forecasting of the data when there are both trend and seasonal 

components. These two components can be combined additively or multiplicatively as 

shown in Equation (4.14) to Equation (4.21) (Hyndman et al., 2008). 

The formula for the multiplicative seasonality (A, M): 

Level  : 1 1(1 )( )t
t t t

t m

Y
l l b

s
   



                                    (4.14) 

Growth : * *
1 1( ) (1 )t t t tb l l b                                    (4.15) 

Seasonal : 1 1/( ) (1 )t t t t t ms Y l b s                                      (4.16) 

Forecast : ( )
m

t t t t m h
F l b h s  
                                               (4.17) 

The formula for the additive seasonality (A, A): 

Level  : 1 1( ) (1 )( )t t t m t tl Y s l b                                    (4.18) 

Growth : * *
1 1( ) (1 )t t t tb l l b                                     (4.19) 

Seasonal : 1 1( ) (1 )t t t t t ms Y l b s                                       (4.20) 

Forecast : 
m

t t t t m h
F l b h s  
                                      (4.21) 

where  𝑙௧  is the forecasted value of the level at time (t), 𝑏௧  represents the forecasted value 

of the trend at time (t), 𝑠௧  is the forecasted value of the season at time (t),  𝐹௧  denotes the 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

69 
 

forecast at time (t), 𝑌௧ is the observation at time t, 𝛾  denotes the smoothing parameter in the 

formula of the seasonal component ,  𝛼  denotes the smoothing parameter in the formula of 

the level, 𝛽∗ denotes the smoothing parameter in the formula of the growth (Hyndman et al., 

2008). 

Step 3 

A forecasting model is built using a training set. In this study, the ets() function in R 

developed by Hyndman and Khandakar (2008) is applied in order to select the best ES 

models. This function automatically finds the best ES model for the data by using the AIC 

values (Hyndman and Khandakar, 2008). 

Step 4 

After building a model, the forecast accuracy for the validation set is calculated by 

assessment criteria such as MAE (mean absolute error), MAPE (mean absolute percentage 

error) or MASE (mean absolute scaled error). 

Step 5 

The estimated values are produced by the selected and verified ES model in this step. 

 

4.2.3 The seasonal and trend decomposition using loess (STLF) method 

 

STL method is reliable decomposition method and uses the loess (i.e. locally estimated 

scatterplot smoothing) to decompose the time series (Hyndman and Athanasopoulos, 2014).  

STLF method is a forecasting technique which uses a non-seasonal forecasting method after 

decomposition of time series using STL method. Firstly, the time series data are converted 

to seasonal time series data using STL decomposition (Hyndman and Athanasopoulos, 

2014). To decompose the time series, Eq. (4.22) is used for an additive decomposition or Eq. 

(4.23) is used for a multiplicative decomposition. 

ˆ ˆ
t t ty S A                   (4.22) 

where ˆ ˆ ˆ
t t tA T E  , ˆ

tA  is the seasonally adjusted component at period t, t̂T  is trend-cycle 

component at period t, and ˆ
tE  is error component at period t (Hyndman and Athanasopoulos, 

2014).  
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ˆ ˆ
t t ty S A                       (4.23) 

where ˆ ˆ ˆ
t t tA T E , ˆ

tA  is the seasonally adjusted component at period t, t̂T  is trend-cycle 

component at period t, and ˆ
tE  is error component at period t (Hyndman and Athanasopoulos, 

2014).  

After that, a non-seasonal forecasting technique (e.g. non-seasonal ARIMA method or Holt’s 

method) is used to estimate time series. The estimated values are then re-seasonalized by 

using “the last year of the seasonal component” (Hyndman, 2016).  

In this study, the stlf () package in R developed by Hyndman and Khandakar (2008) is 

applied in order to select the best STLF models. 

After estimating, the validation process is completed and then, a forecast accuracy measure 

is calculated for the validation set. 

 

4.2.4 Stepwise linear regression method 

 

Multiple linear regression seeks a relationship between independent (explanatory) variables 

and a dependent variable. In other words, one variable is forecasted using two or more 

independent variables in the multiple linear regression as can be seen in Equation (4.24) 

(Makridakis et al., 1998). 

0 1 1 2 2 ... k kY b b X b X b X e                                       (4.24) 

where 𝑌 is dependent variable, 𝑋௞ are explanatory variables, 𝑏଴ is a constant term, 𝑏௞ is the 

coefficient of the explanatory variable and 𝑒 is the error term.  

A multiple linear regression is solved by using the least squares method in order to obtain 

minimum sum of squares of the residuals. (Makridakis et al., 1998). After finding the 

coefficients of the model, p-value, R2 and adjusted R2 are calculated in order to understand 

whether the regression model is significant or not. 

The p-value is obtained from the ANOVA analysis of the regression model. If the p-value is 

less than 0.05, the explanatory variables offer a significant contribution to the regression 

model. (Makridakis et al., 1998). 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

71 
 

The R2 is determined by Equation (4.25). It is the percentage of the variation in the dependent 

variable that is explained by the model. If the R2 is close to 1, the regression model fits the 

data well. (Makridakis et al., 1998). 

2
2

2

ˆ( )

( )
i

i

Y Y
R

Y Y








                     (4.25) 

The R2 goes up when each explanatory variable is added to the regression model. The 

problematic issue is that degrees of freedom are not considered when calculating the R2. For 

this reason, the R2 is adjusted by using the degrees of freedom as shown in Equation (4.26) 

(Makridakis et al., 1998). 

2 2 1
1 (1 )

1

n
R R

n k


  

 
                   (4.26) 

where n is the number of observations and k is the number of independent variables 

(Makridakis et al., 1998). 

Stepwise linear regression (SLR) method is a kind of multiple linear regression. SLR method 

selects the explanatory variables relevant to the dependent variable starting from the initial 

model which includes all explanatory variables. 

In this study, the stepwise linear regression is used to determine the best regression model 

for the time series. The stepAIC () function in R is applied. As mentioned by Ripley et al. 

(2016), it takes into account the AIC (as goodness of fit) when choosing the best model and 

it determines the best model which has the lowest AIC. 

In the literature, the existing studies applying a multiple linear regression method have used 

dummy variables (e.g. days of week, months of year) for independent (explanatory) 

variables. For example, the stepwise linear regression model for the daily estimation includes 

days of week, months of year, variables related to holidays (H: a holiday, BH: a day before 

a holiday and AF: a day after a holiday).  

 
4.3 Goodness of fit and forecast accuracy measures 
 

Goodness of fit (GoF) measures how well a forecasting model estimates the in-sample data 

whereas forecast accuracy (FA) calculates it for the out of sample data. (Makridakis et al., 

1998). According to Table 2.7, the information criterion such as AIC is generally used as 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

72 
 

goodness of fit and the best forecasting method is selected by comparing the AIC values. 

However, Hyndman and Athanasopoulos (2014) explain that the AIC cannot be used when 

comparing models which do not have the same number of observations. For example, an 

ARIMA model having a differencing does not use the same quantity of data with an ES 

model or an ARIMA model excluding a differencing, since taking a difference cause a 

decrease in the number of observations. Another reason is that an ARIMA and an ES model 

have different methods for estimating the parameters. Therefore, finding an ES model is 

based on the entire dataset while an ARIMA model takes fewer data into account. Thus, AIC 

values of the models are computed differently.  

 

4.4 Choosing the best forecasting methods and periods 

 

Forecast Accuracy (FA) refers to the goodness of fit of the developed forecasting model for 

the out of sample data. The important issue is to select the ‘best’ forecasting method. A 

number of metrics are available for this purpose. Gneiting (2011) reviewed the surveys on 

this matter and found that the measure most widely used in organizations is MAPE – the 

mean absolute percentage error. Unfortunately, it is not widely known that MAPE is a biased 

measure: it does not treat positive and negative errors symmetrically and consequently 

selects methods whose forecasts tend to be too low. The mechanism by which this occurs is 

explained in (Tofallis, 2015). We have chosen to use the mean absolute scaled error (MASE) 

method (See Eq. (4.27) and (4.28)) which also has the advantage that if zero occurs in the 

observations, MASE avoids the infinities which occur with mean absolute percentage error 

(MAPE) (Hyndman and Koehler, 2006). MASE is based on a simple quantity that managers 

can comprehend, namely the average prediction error (irrespective of sign). MASE is a ratio 

which compares this with the corresponding value from using the naïve forecasting method 

as a benchmark. In the MASE, the numerator is the mean absolute error of the forecasting 

method and the denominator is the mean absolute error of the naïve method, i.e. when the 

forecast is the previous observation. The denominator is therefore the same for all methods 

studied. Hence, the MASE compares the errors with those from the naïve method. 

1
1

1

1

t
t n

i i
i

e
q

Y Y
n 






 
                                            (4.27) 
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( )tMASE mean q                                                                           (4.28) 

where 𝑞௧ represents a scaled error, 𝑒௧ is the error term and 𝑌௜ denotes the observation at time 

𝑖 (Hyndman and Koehler, 2006). 

 

4.5 Summary 

 

In this chapter, typical forecasting processes and the most widely used forecasting methods 

are described in greater detail. It explained how the parameters (p, d, q) of ARIMA method 

are determined and presented the exponential smoothing methods (i.e. single exponential 

smoothing method, Holt’s linear method, damped trend method and Holt-Winters’ trend and 

seasonality method). It illustrates each formula related to all types of ES with additive and 

multiplicative errors. This chapter also described the STLF method and summarised the 

stepwise linear regression model. In Section 4.3, we explained why AIC is not chosen as a 

goodness of fit measure. Section 4.4 justified why the mean absolute scaled error (MASE) 

is used as a forecast accuracy as opposed to other methods (e.g. the mean absolute percentage 

error). 
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CHAPTER 5 
 

Discrete event simulation modelling 
 

 

 

 

5.1 Introduction 

 

In this chapter, theoretical concepts regarding discrete event simulation modelling are 

presented. In Section 5.2, theoretical concepts of simulation are explained. Section 5.2.1 

presents steps for building a simulation model. Section 5.3 clarifies why discrete event 

simulation (DES) is preferred to model the hospital in this study. Section 5.4 describes how 

a system is conceptualized. Section 5.5 explains how the conceptualization stage is verified. 

Section 5.6 introduces how a simulation model is generated. Section 5.7 and 5.8 describes 

how a simulation model is verified and the determination of the required replication number 

and warm up period, respectively. Section 5.9 explains how a simulation model is validated. 

Section 5.10 presents experimental design and what-if scenarios. 

 
5.2 Simulation 
 

Simulation is an approach which allows that characteristic features of any system is built in 

a computer environment and several experiments are conducted (Pidd, 2004). On the other 

hand, as noted by Kelton, P. Sadowski and A. Sadowski (2001), simulation is an imitator of 

systems on computers by means of useful software. Simulation gives useful results to users. 

Some of these advantages according to Banks et al. (2005) are as follows: firstly, operations 

of the system can be better understood. Secondly, what-if analyses can be tested without 

interrupting the system. Finally, blockages can be determined by analysing the system. In 
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addition, Pidd (2004) states that simulation is cheaper than real experiment and simulation 

methods can simulate systems for long periods, such as months, or years in a short time and 

simulation is replicable, therefore an average value can be obtained by rerunning simulation 

models so many times. 

Simulation has been implemented in many industries, such as manufacturing, healthcare, 

business, transportation, logistics, supply chain and defence (Pidd 2004 and Banks et al. 

2005). As can be understood from the literature review section, health care services are 

systems where simulation techniques have been carried out extensively. This situation is 

confirmed by Pidd (2004) by mentioning that simulation is an appropriate implementation 

which allows restricted resources of hospitals to be effectively used in healthcare services.  

 
5.2.1 Steps for building a simulation model 
 

Simulation projects must be carried out according to project phases. Banks et al. (2005) 

explains that simulation project consists of 12 phases described below.  

1st phase: Problem identification. The problem should be clearly identified and should be 

understandable for the stakeholders of the project (i.e. key decision makers and analysts). 

The stakeholders agree with the clear definition of the problem.  

2nd phase: Objectives and planning of the projects. The objectives should be determined, 

and the project should be planned. It is needed to make sure whether simulation is a solution 

method for the problem and objectives.  

3rd phase: Conceptualization. The logical structure of a real life system is mapped out. 

4th phase: Data collection. The required data are collected based on the complexity of the 

model. 

5th phases: Model translation. The real-life system is modelled in a computer environment 

using a simulation software. 

6th phase: Verification. The structure of a simulation model is properly established in a 

computer environment. 

7th phase: Validation. Validation process is carried out by calibrating a simulation model 

until the simulation model behaves as if the actual system. 
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8th phase: Experimental design. The scenarios (i.e. alternatives to be assessed for the 

system analysis) are determined. 

9th phase: Model run and analysis. The simulation model is run to measure the performance 

of the systems, and the key performance metrics (i.e. outputs) are analysed. 

10th phase: Decision of additional runs. Additional runs are conducted based on further 

analysis and the requirements determined by the analysts. 

11th phase: Documentation and reporting. 

12th phase: Model implementation. 

 
5.3 Why discrete event simulation (DES)? 
 

A number of simulation techniques are available in simulating hospitals. These methods are 

discrete event simulation (DES), system dynamics (SD) and agent based simulation (ABS) 

(Gunal, 2012). DES method is a modelling approach which imitates events taking place 

discontinuously in time (Banks et al., 2005). In addition, Gunal (2012) specify that DES 

successfully models systems which involve queues and provides flexibility to users, that is, 

the users can create more detailed models. Moreover, the users can observe patients in 

hospital models through DES methods. Important components of treatment processes such 

as length of stay, and patient arrivals are taken into account in DES methods. On the other 

hand, Gunal (2012) states that “SD is a popular method for modelling continuous systems”. 

SD method is two-step simulation technique. The first step is called “qualitative step” which 

specifies elements of systems and interactions between them are conceptualized in the 

model. The second step is known as “quantitative step” which stocks and flows of the system 

are determined in the model (Brailsford et al., 2004). Finally, another simulation method is 

agent based simulation which uses “autonomous agent” that has relationships with other 

agents and environments. Agents are individually modelled with respect to their behaviours 

and can make decisions autonomously (Macal and North, 2010). 

Gunal (2012) compares these simulation techniques. Accordingly, there are some important 

differences between them. For example, firstly, DES has work centres to represent activities 

while rates are important in SD and ABS does not identify any work centre. Secondly, events 

are crucial in DES, in other words, DES method is based on event. On the other hand, SD 

simulations are directed by rates and ABS simulations are directed by agents and 
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environments. Thirdly, DES is frequently ‘stochastic’ whereas SD and ABS is typically 

‘deterministic’. Moreover, Gunal (2012) states that DES is a successful technique in 

modelling systems which have queuing processes. Furthermore, ABS is a newer simulation 

approach, whereas DES has appeared extensively in the literature and is widely accepted and 

utilised for decision making purposes by healthcare organisations in the UK, including the 

NHS and ‘The National Institute for Health and Care Excellence’ (NICE), which has 

recognised DES as a valid technique for simulating complex patient pathways (Davis et al. 

2014). 

Amongst many modelling methods and approaches, Discrete Event Simulation (DES) is 

chosen as it enables us to capture the whole hospital at a sufficient level of detail, with the 

flexibility of further developing a user-friendly interface to get hospital managers to engage 

with the model. Furthermore, unlike other methods, DES is able to simulate random 

behaviours of systems (i.e. length of stay, waiting time and number of follow ups) and is 

able to track individual patient’s footsteps in a hospital. DES can also model events occurring 

at any discrete point in time and takes into account different features of patients (i.e. age, 

gender, disease, etc.) (Demir and Southern, 2017). 

 

5.4 Conceptualization stage 

 

Conceptualization is a process which a prepare a plan of the simulation model (Gunal, 2012). 

To build a discrete event simulation model, it is required that elements of the system are 

specified and their relationships among each other are mapped out (Pidd, 2004). It means 

that firstly, a hospital should be conceptualized and after that, a simulation model should be 

built. The conceptualization stage is required to better understand the hospital system and 

establish a simulation model correctly. To build simulation model of an entire hospital, all 

departments (A&E, inpatient and outpatient departments) and the interactions among the 

departments must be taken into account. The conceptualized pathway of the PAH as a whole 

hospital is explained in Chapter 8 (Section 8.2). 

 

5.5 Generating simulation models 

 

Since the conceptualization stage provides better understanding of the system, it makes 

building of simulation model easier. Therefore, the simulation model of a system has been 
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built after the conceptualization stage. Simulation models can be developed using a software 

(e.g. Simul8 and Arena). 

Gunal (2012) determines that a discrete event simulation model involves four elements such 

as ‘entities & attributes, resources, process network and variables such as inputs and 

outputs’.  

1) Entities are things which follow the network of processes in the system. For example, 

entities might be patients in hospital simulation model. Attributes are features of the 

entities in simulation models. For example, attributes of patients might be time which 

allow us to track the time of process (i.e. admission, treatment and discharge).  

2) Resources might be objects used in the models, e.g. a consultant, a nurse, a CT scan, 

and a consultation room.  

3) Process networks represents the interaction between resources and entities. For 

example, to clarify, the interactions between a doctor and a patient might be that 

patients wait for a doctor to be assigned accordingly. After that, patient is treated and 

discharged by the doctor. Another example, the interactions between patients and 

beds might be related to length of stay. 

4) Variables are typically inputs and outputs. For example, inputs for hospital 

simulation model are basically human resources (i.e. doctors and nurses), demand 

(i.e. patient volume), physical inputs (i.e. beds, clinic rooms, triage rooms and theatre 

rooms), financial inputs (i.e. tariffs and costs), other inputs (i.e. shifts, distributions) 

and so on. In addition, input parameters and key output metrics used in the generic 

hospital simulation model developed in this study are shown in Section 8.3 and 8.6 

(Chapter 8). The developed generic hospital simulation model of the PAH as a whole 

hospital is explained in Section 8.4. 

 
 
5.6 Verification of conceptualization pathway and simulation models 

 

Verification and validation steps are crucial for simulation projects. Banks et al. (2005) state 

that verification is related to whether processes of a system are certainly represented in a 

simulation model or not. In other words, verification is carried out to ensure whether the 

conceptual models are represented in the simulation model. Once simulation models are built 

in the computer logically and the inputs are correctly determined, verification stage is 

finalised. 
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During the development of patient pathway, we closely worked with specialists (consultants, 

service managers and directors). The pathway was verified by these specialists after several 

meetings.  The verification of the conceptualized patient pathway and simulation model is 

explained in Section 8.7. 

 
5.7 Determination of the required replication number and warm-up period 

 

A simulation model is analysed by using random samples generated from distributions (i.e. 

observed frequency distributions and theoretical distributions) over time. Therefore, these 

estimates from the simulation model are a result of randomness which might include large 

variances. These estimates from a single run might be exceedingly different than the actual 

behaviour of the model (Law and Kelton, 2000). Generating better estimates from the 

simulation model is to have multiple replication and average the results of these replications 

(Robinson, 2004). 

On the other hand, the period of simulation model is between starting time and end time. In 

addition, the simulation model starts with an empty condition in the beginning of the 

simulation period. This is called as initialization bias in simulation modelling. A warm up 

period is determined for removing this initialization bias. Therefore, simulation models can 

reach steady-state conditions (Robinson, 2004). The following subheadings explain in 

greater detail how a required replication number and warm up period are determined. 

 

5.7.1. Required replication number 

 

Using Fixed-Sample-Size Procedure, the required replication number is calculated for 

simulation models. Eq. (5.1) presents the formula for the fixed-sample-size procedure. 

2
1,1 / 2* ( ) /

( ) min :
( )

it S n i
n i n

X n


   
      
  

                             (5.1) 

γ =γ/(1+γ)                           (5.2) 

 

where 𝑛 is initial replication number, 𝑖 is required replication number, 𝑆 is standard 

deviation, 𝛾ᇱ is “adjusted” relative error (see Eq. (5.2)) and 𝑋ത is average estimates of key 
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parameter (Law and Kelton, 2000).  

It is recommended that 𝛾 ≤0.15 and at 𝑛଴ ≤ 10 (Law and Kelton, 2000). Minimum value of 

replication number is chosen as required replication number if 𝑛ఊ
∗ (𝛾) is less than or equal to 

𝛾ᇱ(Law and Kelton, 2000). The required replication number for the PAH is determined in 

Section 8.5. 

 

5.7.2. Warm-up period 

 

There exist a number of methods (i.e. Welch's method) in the determination of a warm-up 

period. However, it is clear that any method determining warm up period is not superior than 

others (Robinson, 2007). Welch’s Method is a widely-used technique for determining the 

length of the warm-up period. This method determines warm-up period through 4 steps: (1) 

Simulation is run n replication times. (2) For each observation, all replication values (𝑌ప
ഥ) of 

a key performance metric (i.e. waiting time) is averaged. (3) Moving averages of  𝑌ప
ഥ(𝑤) by 

using formula in Eq. (5.3). (4) Graphs of moving averages of  𝑌ప
ഥ(𝑤) are obtained for each 

key performance metric. Then, the point where moving averages are smoothed is selected 

(Law and Kelton, 2000). 
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Welch's method separates the simulation run length by two periods: warm-up period and 

data collection period. However, in this study, a hospital is intended to be projected by the 

proposed methodologies for one-year period as data collection period. Therefore, an 

approach shown in Figure 5.1 is developed to determine the appropriate warm-up period for 

simulation models having a fixed data collection period. To clarify the approach, the data 

collection period of our model is fixed (i.e. m = 12 months). The initial warm-up period is 1 

month (i.e. n = 1). Thus, the simulation model run length is 13 months. According to the 

results, the simulation is run through 13-month run length. The warm-up period is selected 

as 1 month if the moving average is smoothed at the point of the initial warm-up period (i.e. 

1 month). Otherwise, repeat the second step and the initial warm-up period is increased. This 
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loop is iteratively carried out until the points for the smoothed moving average equalizes to 

the initial warm-up period. The warm-up period for the PAH is determined in Section 8.5. 

 

 
Figure 5.1: An approach combined Welch’s Method for simulation models having a fixed data collection 

period 

 

5.8 Validation of simulation models 

 

Validation is a process which is carried out to test the accuracy of a developed simulation 

model. Banks et al. (2005) explain that validation is implemented by comparing the 

differences between the actual system (i.e. data) and the simulated outputs. There exists a 

variety of validation processes: Conceptual model validation process, white-box validation 

process and black-box validation process. Conceptual model validation is used to verify the 

conceptual model against the real world (problem). White-box validation is conducted to 
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check whether the simulation model is logically accurate according to the real world 

(problem). Black-box validation focuses on the behaviour of the simulation model in terms 

of the relation of input-output (Robinson, 2004). 

During the model development, we closely work with key stakeholders in the hospital and 

their feedback is received. The model is continually improved accordingly, and each model 

unit is tested for extreme conditions and logical consequences. It is decided that the model 

should pass the white-box validation tests. In the final demonstration of the model, which is 

face validation, project owners were convinced that the model is appropriate for the next 

usage.  

In this study, black-box validation is also carried out by testing that our hospital simulation 

model behaves like the real system under the same input settings. As shown in Table 5.1, 

the validation process is conducted comparing actual outputs and simulated outputs within 

the confidence interval range of 95%. This method measures accuracies of models 

statistically. In addition, a number of current studies has used this comparison of actual and 

simulation outputs, for example, Demir et al. (2014), Lebcir et al. (2017), Glasgow et al. 

(2018) and so on. The validation of the hospital simulation model is explained in Section 

8.7. 

 

Table 5.1: Comparison of actual data and simulation results 

Output parameters Simulation Actual Differences Percentage (%) 
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5.9 Experimental design and what-if scenarios 

 

A number of alternatives (or scenarios) related to the system, which a simulation model is 

developed, should be specified to test the system for a variety of the purposes determined by 

the key decision makers (i.e. performance analysis, development of process, etc.) (Banks et 

al. 2005). Experimental design plays an effective role in the determination of the significant 

factors and levels which should affect the targets desired by the key decision makers. 

Therefore, experimental design is an important process to specify the scenarios to be 

simulated. For this, 2k full factorial design or fractional factorial design can be applied. 2k 

full factorial design, where k is number of factors, includes all combination of experiments 

based on maximum and minimum values of the levels. On the other hand, fractional factorial 

design is the reduction of the number of full factorial experiments with a certain ratio (i.e. 

1/2) when the number of experiments in a full factorial design is too much (Robinson, 2004). 

Thus, a number of scenarios can be taken into account to investigate the effects of possible 

changes on performances of hospitals. For example, possible increases on hospital demands 

(arrivals in A&Es, admissions in inpatient services and attendances in outpatient services) 

can be considered, or different numbers of doctors, nurses or physicians can be tested. 

Therefore, changes can be tackled on the key output metrics of a hospital simulation model, 

for example, bed occupancy rate, utilization rates of human resources or total revenue. The 

experimental design and what-if analysis of this study is explained in Section 8.8. 

 
5.10 Summary 

 

In this chapter, typical discrete event simulation processes and steps for building a simulation 

model are described in greater detail. It explained why discrete event simulation (DES) is 

preferred to model the hospital in this study. It described the conceptualization of a system 

and developmental stages of a simulation model. This chapter also explained how the 

verification and validation of a simulation model is carried out. In addition, the determination 

of the required replication number and warm up period is also explained. Experimental 

design and what-if scenarios in simulation modelling are also explained. The next chapter 

gives further details related to theoretical concepts of integer linear programming. 
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CHAPTER 6 
 

Integer Linear Programming 
 

 

 

 

6.1 Introduction 

 

In this chapter, theoretical concept regarding integer linear programming is presented. In 

Section 6.2, mathematical programming is explained. Section 6.3 introduces integer linear 

programming and explains why integer linear programming is selected. Section 6.4 clarifies 

what sensitivity analysis is and why it is important. 

 

6.2 Mathematical programming 

 

In developed countries, performance and capacity problems of hospitals increase as the 

population ages. Consequently, these problems have been significant points to take into 

consideration in healthcare services (Rais and Viana, 2010). Solutions have been 

investigated for capacity problems by using many operational research techniques. One of 

them is mathematical programming which has been widely used in solving capacity 

problems of hospitals as well as other industries. Mathematical programming is also a 

method used for resource allocation problems for the purposes of achieving the optimal 

solution (McLaughlin and Hays, 2008). In addition, it can be seen in the literature that 

optimization methods have been combined with simulation techniques to find better 

solutions.  
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6.3 Integer linear programming  

 

Firstly, linear function and linear inequalities must be explained to better understand what 

linear programming is. Linear function (see Eq. 6.1) is a function of decision variables (x1, 

x2, …, xn) with a number of constraints (c1, c2, …, cn) (Winston, 2004). 

 

1 2 1 1 2 2( , ,..., ) ...n n nf x x x c x c x c x                  (6.1) 

 

Linear inequality (see Eq. 6.2 and 6.3) is the inequality of a linear function and y is a 

number (Winston, 2004). 

 

1 2( , ,..., )nf x x x y                          (6.2) 

1 2( , ,..., )nf x x x y                          (6.3) 

 

Linear programming is an optimization modelling which consists of objective function and 

constraints. This modelling approach involves three key points as clarified below: 

 The objective function is a linear function which consists of coefficients and decision 

variables. The objective functions are aimed to be maximized or minimized. 

 Each constraint must be stated with a linear function or a linear inequality. 

 A sign restriction must be assigned to each decision variable, for example, equal to 

or bigger than zero (e.g. positive) (Winston, 2004). 

 

Feasible region is defined as the region where the optimal solution is searched. The feasible 

region is determined by taking into account constraints and sign restrictions (Winston, 2004). 

A maximization problem is solved by obtaining the optimal solution which is a point with 

the highest value of objective function in the feasible region. In the same way, the smallest 

value of objective function is searched in feasible region to solve a minimization problem 

(Winston, 2004). 

Integer programming is a kind of linear programming on condition that all or some of 

decision variables must be integer and be equal to or bigger than zero. The following integer 
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programming models are related to decision variables: pure integer programming (i.e. all 

variables are integer) and mixed integer programming (i.e. some of variables are integer) 

(Winston, 2004). 

Integer linear programming covers the features of both linear and integer programming 

models as explained above. Eq. 6.4 gives an example for integer linear programming. This 

model is a maximization model so that the objective function is to maximize a linear 

function. In addition, all variables are an example of linear equality, and the decision 

variables are associated with a sign restriction (i.e. nonnegative integer) (Winston, 2004). 
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                       (6.4) 

 

In healthcare resource allocation problems, typical decision variables (i.e. number of 

resources such as bed, consultant and nurse) must be nonnegative integer. In this respect, for 

this study, an integer linear programming has been decided to be developed to reallocate 

beds and optimize staffing levels. 

 

6.3.1 Objective functions and constraints 

 

Mathematical programming consists of three elements: Objective functions, decision 

variables and constraints (Winston, 2004). Objective functions provide getting desired 

solutions in models. In optimization models, the objective is typically either maximization 

or minimization. When the literature is reviewed, the objective is to maximize revenue or 

patients admitted to hospitals, on the other hand, it is to minimize cost, waiting times or 

length of stay. Furthermore, Bretthauer and Cote (1998) state hospitals have two opposite 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

87 
 

objective function types: ‘low capacity level (LCL)’ and ‘high service level (HSL)’. Getting 

LCL causes worse performance such as more waiting times while providing HSL means 

more capacity costs. 

Depending upon the objective function described in the previous paragraph, a number of 

constraints need to be generated. In literature (see Section 2.5), mathematical models have 

been developed to solve capacity problems or measure the performance of hospital 

departments. In the context of these studies, constraints have been developed considering 

some factors affecting the current situations of the hospital departments (i.e. number of 

available beds, budget, staffing level, staffing cost and etc.). For example, the sum of the 

allocated beds is not able to exceed the number of available beds for a resource allocation 

problem. In this study the developed integer linear model for the hospital is explained in 

Chapter 9. Mathematical programming models can be solved using software such as LINGO, 

CPLEX and so on. 

 

6.4 Sensitivity analysis 

 

Sensitivity analysis is carried out to better understand and observe the changes on the optimal 

solution based on parameters of integer linear programming. Sensitivity analysis is 

conducted changing the values of parameters or coefficients. It is important in the 

optimization techniques because the parameters might change or be uncertain (Winston, 

2004).  

In healthcare systems, parameters may change. For example, hospital demand is based on 

many things. The demand increases if a nearby hospital is closed down, or in case of natural 

disasters in the region where the hospital serves, and so on. The hospital managements can 

better understand whether the hospital is able to cope with the unexpected demand increases 

through a sensitivity analysis (Winston, 2004). 

 

6.5 Summary 
 

In this chapter, fundamental concepts of integer linear programming are explained. It 

clarifies what objective functions and constraints are in mathematical programming. This 

chapter also described sensitivity analysis and its importance. The next chapter gives further 
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detail related to a comparative analysis of demand forecasting for each specialty in a UK 

hospital. 
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CHAPTER 7 
 

Forecasting hospital demand: The best 

forecasting model and period selection for 

each specialty 
 

 

 

 

7.1 Introduction 

 
In this chapter, the selection of the best forecasting model and period for each specialty are 

presented. In Section 7.2, the reasons for forecasting hospital demand are explained. Section 

7.3 described the methods, and Section 7.4 illustrates the forecasting results. Section 7.4.1 

gives demand estimation for the accident and emergency (A&E) department and validation 

of the A&E demand estimates. Section 7.4.2 and 7.4.3 shows demand estimation for 

outpatient and inpatient services along with validation results, respectively. Section 7.5 

discusses general results. 

 
7.2 Forecasting hospital demand 
 

According to the National Health Services (NHS) in England, accident and emergency 

(A&E) departments have experienced considerably increased demand, approximately 26% 

from 2006/07 to 2017/18 financial year as shown in Figure 1.1 (National Health Services 

England, 2014 and 2018a). Severe demand causes A&E departments to run under intense 

pressure which results in shortage of beds, nurses, clinicians and equipment. Over the last 
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decade, increasing waiting times and length of stay experienced by A&E departments in the 

UK has negatively affected daily functioning of A&E services. It is observed that waiting 

times and length of stay have been increasing and the 4-hour target (the percentage of 

patients spending 4 hours or more in hospital should be less than 5%) determined by the 

government has not been achieved since the financial year 2014-15 (National Health 

Services England, 2014 and 2018a). 

In addition, over the past decade, the number of attendances and admissions to outpatient 

and inpatient specialties has increased by around 27% and 32%, respectively (National 

Health Services England, 2018b) as shown in Figure 1.2 and 1.3. The level of difficulties 

experienced by the hospital management around demand and capacity issues has been at an 

unprecedented level. 

Demand for A&E beds is much greater during winter, and coupled with staff shortages, 

further disruptions are not just in A&E but other parts of hospital services as well (Blunt et 

al., 2015). For instance, NHS England has advised hospitals to postpone appointments to 

outpatient services during the winter of 2018 and in addition, non-urgent surgeries are also 

recommended to be delayed in order to reduce the pressure during the winter crisis 

(Iacobucci, 2018a). Furthermore, the high levels of demand have forced UK General 

Practitioners (GP) to reduce the number of patients referred to A&E due to inadequate 

capacity (Iacobucci, 2018b).  

The increasing demand for hospital makes it even more difficult to manage the limited 

number of beds, not to mention the burden and additional workload on staff. Doctors and 

nurses are expected to treat more patients, thus putting patient safety at risk, which may 

further lead to inadequate discharges of patients. The key decision makers for each 

department will need to better understand the future demands to plan ahead for the needs of 

their local population. This may include planning for human resources, department 

expansion (or reduction), bed capacity requirements, and medical instrument needs.  

 
7.3 Study methods 

 

Hospital demand is predicted by using quantitative forecasting methods since patient 

admissions are used as an input to the simulation model and the optimization model. This 

study has been carried out in the Princess Alexandra Hospital serving in England. In this 

study, 36-months of data were used for the period 1 February, 2010 – 31 January, 2013. The 
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data were trained for the forecasting methods used in this study by taking into account the 

period between 1 February, 2010 and 31 January, 2012. The period (1 February, 2012 – 31 

January, 2013) was used to validate the forecast accuracies of out-of-samples of the models. 

The training set for the A&E department is shown in Figure 7.1 in three different period 

patterns (i.e. daily, weekly and monthly). 

Many forecasting methods have been compared in hospital demand forecasting in the 

literature. As seen in Table 2.7 and 2.8, the autoregressive integrated moving average 

(ARIMA) method, exponential smoothing (ES) method and multiple linear regression 

method have been widely used. On the other hand, Hyndman & Athanasopoulos (2014) 

mention that the seasonal and trend decomposition using loess (STL) method is a reliable 

decomposition technique to separate the time series datasets into seasons and trends. 

Therefore, the STL function (STLF) method may be effective at forecasting. The STLF 

method has been compared with three other methods. 

In the literature, the studies applying a multiple linear regression method have used dummy 

variables (e.g. days of week, months of year) for independent (explanatory) variables. In this 

study, stepwise linear regression methods involve the use of dummy variables. For example, 

the regression models include days-of-week (if daily is estimated), order of weeks (if weekly 

is estimated), months-of-year and variables related to holidays for all periods (a day before 

a holiday, a day after holiday, and the holiday itself).  

In this dataset, values of independent variables for each day in the period examined are 

specified. For example, 1st April 2010 is a Thursday and the value of the independent 

variable (Thursday) is coded as 1 and 0 otherwise (i.e. the remaining days are coded as 0).  

In addition, UK public holidays (i.e. bank holidays, New Year’s Day and so on) are taken 

into account as a “holiday” independent variable. 
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Figure 7.1: Graphs of the A&E demand under different periods 

 

7.4 Forecasting results 

 
This section provides greater details regarding the forecasting results for the A&E 

department, all outpatient and inpatient services, respectively. Comparative forecasting 

results for all outpatient first and follow up specialties are given in Appendix 5 and 6 whereas 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

93 
 

the results for all inpatient elective and non-elective specialties are given in Appendix 7 and 

8. 

 

7.4.1 Accident and emergency (A&E) department 

 
This study was carried out using the data from the Princess Alexandra Hospital located in 

Harlow, England. The average number of A&E admissions per year is 82,535 patients over 

the study period. The A&E department operates 7 days a week and 24 hours a day. In 

addition, the A&E is a 22-bed department and treats on average of 227 patients per day 

(standard deviation [SD] ± 28.71), which equates to 1580 patients per week (standard 

deviation [SD] ± 108.85) and 6914 patients per month (standard deviation [SD] ± 392.17). 

Figure 7.2 shows the percentage of changes on the number of admissions to Princess 

Alexandra Hospital A&E department when the same month is compared against the previous 

year. According to Figure 7.2, admissions showed increases in 3-year data (i.e. 2010 to 

2013), despite observing a decrease in January, March and July. For example, the demand 

increased by 3.26%, 4.27% and 6.59% in October 2010 to 2011, 2011 to 2012 and 2012 to 

2013, respectively.  Figure 7.2 also showed year on year increase in A&E admissions, for 

example, the demand increased significantly from September to March in almost every year 

(e.g. the demand increased by 2.08%, 11.39% and 1.09% in November 2010 to 2011, 2011 

to 2012 and 2012 to 2013 respectively, and by 14.91% in the same month 2010 to 2013). 

This figure illustrates some evidence of the winter demand pressures experienced by 

Princess Alexandra Hospital A&E services (particularly in October, November, December 

and February). This situation means that the hospital management needs to better understand 

the most accurate forecasted future demand well in advance. 
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Figure 7.2: The percentages of increases/decreases on demand 

 

As explained in Chapter 4, mean absolute scaled error (MASE) is used to calculate goodness 

of fit and forecast accuracies of forecasting methods. For the A&E department, the MASE 

values for goodness of fit (in sample) and forecast accuracy (out-of-sample) values are 

shown in Table 7.1. 

 
Table 7.1: Forecast accuracy values for the A&E department 

Periods 
Forecasting 

Models 

Daily Weekly Monthly 

Parameters MASE Parameters MASE Parameters MASE 

Training 

Sets 

SLR SLR 0.62 SLR 0.76 SLR 0.44 

ARIMA (2,1,1) 0.76 (0,1,3) 0.84 (0,1,1) 0.79 

ES (A,N,N) 0.79 (M,N,N) 0.87 (A,N,N) 0.83 

STLF (A,N,N) 0.81 (A,N,N) 0.78 (A,N,N) 0.49 

Validation 

Sets 

SLR SLR 0.78 SLR 0.94 SLR 0.53 

ARIMA (2,1,1) 1.01 (0,1,3) 1.05 (0,1,1) 1.08 

ES (A,N,N) 1.01 (M,N,N) 1.40 (A,N,N) 1.04 

STLF (A,N,N) 1.02 (A,N,N) 1.34 (A,N,N) 1.52 

ARIMA: Autoregressive integrated moving average, ES: Exponential smoothing, SLR: Stepwise Linear 
Regression, MASE: Mean Absolute Scaled Error, STLF: The function of the seasonal and trend decomposition 
method 
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7.4.1.1 Model evaluation for A&E department   

 

7.4.1.1.1 ARIMA 

 

Taking into account autocorrelation and partial autocorrelation functions, ARIMA method 

determined the best fitting models with the parameter values (2,1,1), (0,1,3) and (0,1,1) for 

daily, weekly and monthly estimations, respectively. The results indicate that there were 

non-stationarity patterns in all time series data. Only first differences of time series were 

taken and the parameter d in all ARIMA models is 1. In addition, the observation Yt was 

regressed on the observations Yt-1 and Yt-2 in only ARIMA model (i.e. p equals 2) for daily 

estimation, whereas there were uncorrelated data for others (i.e. p is 0). This means that to 

predict demand the model only requires the previous two activity related items of data, e.g., 

if we wanted to predict for Wednesday we only use the number of admissions on Tuesday 

and Monday. However, the MASE estimates in the validation set for daily, weekly and 

monthly were very poor, thus we would not endorse the use of ARIMA for this particular 

hospital.  

 

7.4.1.1.2 Exponential Smoothing (ES) 

 

The RStudio forecast package uses an automatic function proposed by Hyndman and 

Khandakar (2008) to find the best exponential smoothing method amongst all types of ES 

methods. Applying this function, the best exponential smoothing methods along with 

additive error, no trend and no seasonality were determined for daily and monthly 

estimations. On the other hand, weekly estimation was carried out by the parameter with 

multiplicative error, no trend and no seasonality. The exponential smoothing method for 

weekly and monthly periods was the worst method in terms of in-sample goodness of fit 

amongst all forecasting methods used in this study. The ES method for daily estimation 

outperformed only the STLF method. Again, we will not endorse the use of ES to forecast 

demand at Princess Alexandra Hospital.   
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7.4.1.1.3 STLF 

 

The STLF models converted the time series data to deseasonalised data applying STL 

decomposition method. According to the results, an exponential smoothing method (with 

additive error, no trend and no seasonality) as non-seasonal forecasting method was used to 

forecast the A&E demand for three periods. The STLF method achieved the worst MASE 

value in daily estimation, whereas it presented a good result with 0.4885 MASE value in 

forecasting the demand monthly. The STLF method applied similar parameters (but their 

values are different) with the ES model in monthly estimation. However, decomposing the 

data before demand forecasting played an effective role for decreasing the MASE value (i.e. 

0.8250 to 0.4885) significantly. The results from the SLTF show that the A&E activity at 

Princess Alexandra Hospital has no trend or seasonality according to the MASE values, thus 

the STLF in the validation sample produced poor MASE value.  

 

7.4.1.1.4 Stepwise Linear Regression Model 

 

The stepwise linear regression found the best regression model including the explanatory 

variables relevant to the dependent variable from the initial model including all explanatory 

variables. Performance indicators of all regression models were calculated such as R2, 

adjusted R2, AIC and p-value as given in Table 7.2. 

In the dataset, values of independent variables for each day in the period examined are 

specified. For example, 1st February 2010 is a Monday and the value of the independent 

variable (Monday) is coded as 1 and 0 otherwise (i.e. the remaining days are coded as 0).  In 

addition, UK public holidays (i.e. bank holidays, New Year’s Day and so on) are taken into 

account as a “holiday” independent variable. 

A&E demand was also estimated by stepwise linear regression models including dummy 

variables under different periods. The model was trained for the period 1 February, 2010 – 

31 January, 2012 and validated using period 1 February, 2012 – 31 January, 2013. In order 

to solve the model, the statistical software RStudio (library package MASS) was used. The 

StepAIC () function in R was applied and the function selects the best model with the lowest 

AIC for each period taking into account the Akaike’s Information Criterion as goodness of 

fit. All results are shown with the performance indicators in Table 7.2.  
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According to the adjusted R2 measure, monthly SLR produced the best goodness of fit, 

meaning that approximately 60% of the variation in demand estimates are explained using 

the 7 independent variables (all significant at 5% level). Table 7.2 also shows that the 

adjusted R2s were very low for the linear regression models in both daily and weekly 

estimation periods. The stepwise linear regression model in monthly estimation generated 

the lowest MASE values for both the training and the validation sets according to the 

goodness of fit and forecast accuracy. Considering the results of the stepwise linear 

regression model in monthly estimation, it is apparent that 7 independent variables affect the 

model. The remaining 8 independent variables do not contribute to the model significantly.  
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Table 7.2: Independent variables, their coefficients of the linear regression models for the A&E department 

Variables 
Stepwise Linear Regression 

Daily Weekly Monthly 

Intercept 242.65(***) 1622.36(***) 6991.00(***) 

Monday 10.14(***) - - 

Tuesday NA - - 

Wednesday -6.18(*) - - 

Thursday -4.02 - - 

Friday -26.29(***) - - 

Saturday -32.03(***) - - 

Sunday NA - - 

January -11.73(***) -98.50(**) -581.64(**) 

February -18.77(***) -102.19(***) -883.33(***) 

March -7.68(*) NA 308.33(.) 

April -7.08(*) NA -382.81(*) 

May -4.87 NA NA 

June NA 58.49(*) NA 

July -6.46(*) NA NA 

August -16.68(***) -42.64 -379.81(*) 

September NA 83.26(**) NA 

October -12.87(***) NA NA 

November NA 63.37(.) NA 

December NA 98.47(**) NA 

Order of Week - -1.58(.) - 

Day before a holiday -34.73(***) -43.15 -1101.50(**) 

Holiday NA NA 1219.64(***) 

Day after a holiday NA NA NA 

Performance indicators 

AIC 10347.35 1894.10 509.14 

R-squared 0.2553 0.2545 0.6797 

Adjusted R-squared 0.2456 0.2088 0.5997 

p-value <2.2e-16 <2.2e-16 <2.2e-16 

Significance codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

                      NA: Not Available. AIC: Akaike’s Information Criterion 
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The estimated coefficient for January (-581.64) decreases A&E activity, whereas the holiday 

variable increases the estimated patient demand (1519.50). This may seem like a surprise, 

but according to Figure 7.2 year on year A&E admissions at Princess Alexandra Hospital in 

January is decreasing, thus our findings are in agreement with the dataset. As expected the 

holiday variables are significant, meaning closure of primary care services (e.g. general 

practitioners) during holiday season has a negative impact on A&E services.   

The proposed forecasting approach will provide many benefits to the management of A&E 

departments. It will enable them to foresee patient demands for their hospitals in future and 

test whether these demands are met with their available resources. Twelve forecasting 

methods were developed to forecast A&E demand under different periods. A comparison of 

the forecast accuracy revealed that taking the validation set into account, the stepwise linear 

regression models were the most accurate forecasting models with a MASE of 0.7828, 

0.9354 and 0.5259 for daily, weekly and monthly, respectively. According to the results, The 

Princess Alexandra Hospital A&E department should forecast demand on a monthly basis 

using the stepwise linear model, because it provides more accurate estimates compared to 

others. 

 

7.4.1.3 Validation of the predicted A&E demand 

 
We compared the best forecasting result and actual value by using a paired t test which is 

determined as a formula in Eq. (7.1). 

0
/

d

d

d
t

S K


                    (7.1) 

where 𝑑̅ denotes average observed differences between actual values and simulation result, 

𝜇ௗ is mean difference, 𝑆ௗ denotes the standard deviation and 𝐾 is the number of input data 

set (Banks et al. 2005). As a result, t test value is 1.56 and t critical value is 2.20. Therefore, 

the forecasted demand is validated since t test values (|𝑡଴|) are less than or equal to 𝑡 critical 

values (𝑡ఈ ଶ⁄ ,௄ିଵ) at 5% significance level. In addition, average monthly number of 

admissions is 6990 and, lower and upper confidence intervals are 6698 and 7282, 

respectively. The validation graph for the best forecasting period against actual data under 

the best forecasting method is shown in Figure 7.3. 
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Figure 7.3: Validation graph of the A&E demand for the best period (i.e. monthly) 

 

7.4.2 Outpatient services 

 
This study was conducted using the data belonging to all outpatient specialties of the 

Princess Alexandra Hospital located in Harlow, England. The average number of first and 

follow up attendances per year is respectively 69528 and 155952 patients over the study 

period. Table 7.3 gives basic statistics for the first referrals of all outpatient specialties. For 

example, the trauma & orthopaedics outpatient service operates 5 days a week and 8 hours 

a day. In addition, the trauma & orthopaedics outpatient service have average 42 patient 

activities per day (standard deviation [SD] ± 19.31), which equates to 213 patient activities 

per week (standard deviation [SD] ± 48.45) and 928 patient activities per month (standard 

deviation [SD] ± 117.23) for the first referrals. General surgery outpatient specialty has the 

highest second patient volume whereas the lowest number of patients (i.e. first referral) are 

in the clinical oncology outpatient specialty. Table 7.4 gives basic statistics for the follow 

up referrals of all outpatient specialties. For example, for the follow up referrals, the trauma 

& orthopaedics outpatient service have average 87 patient activities per day (standard 

deviation [SD] ± 27.72), which equates to 430 patient activities per week (standard deviation 

[SD] ± 71.62) and 1874 patient activities per month (standard deviation [SD] ± 217.79). 

There exists the highest number of patients (i.e. follow up referral) in the obstetrics 

outpatient specialty whereas the neurology outpatient specialty has the lowest number of 

patients with follow up treatments.   
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Table 7.3: The basic statistics for the first referrals of all outpatient specialties over the study period 

Specialties 
Daily Weekly Monthly 

A SD A SD A SD 

General Surgery 29 12.07 140 29.87 611 70.83 

Urology 14 8.14 56 14.64 244 30.96 

Trauma & Orthopaedics 42 19.31 213 48.45 928 117.23 

Ear, Nose and Throat (ENT) 19 8.41 94 23.90 411 64.89 

Ophthalmology 22 9.97 106 32.71 460 109.52 

Oral Surgery 13 9.45 49 17.59 215 35.73 

Anaesthetics 4 4.04 17 9.01 73 23.92 

General Medicine 15 9.59 78 20.19 341 64.79 

Gastroenterology 9 5.23 22 12.41 96 37.13 

Clinical Haematology 7 3.27 33 8.77 142 29.71 

Cardiology 16 7.10 77 18.93 335 48.79 

Dermatology 16 9.50 69 18.82 302 62.82 

Neurology 8 4.89 31 9.67 136 25.83 

Rheumatology 6 3.08 25 7.05 110 17.94 

Paediatrics 13 7.91 73 16.38 317 44.09 

Obstetrics 11 7.04 57 36.80 248 149.86 

Gynaecology 27 9.78 132 26.27 575 91.76 

Clinical Oncology 4 2.58 16 5.50 71 11.33 

Others 8 5.42 41 11.65 179 33.97 

                        A: Average number of patients; SD: Standard Deviation 
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Table 7.4: The basic statistics for the follow up referrals of all outpatient specialties over the study period 

Specialties 
Daily Weekly Monthly 

A SD A SD A SD 

General Surgery 28 14.71 133 35.12 580 81.24 

Urology 27 14.83 131 30.19 570 94.61 

Trauma & Orthopaedics 87 27.72 430 71.62 1874 217.79 

Ear, Nose and Throat (ENT) 20 9.51 99 24.62 432 61.23 

Ophthalmology 68 22.54 329 67.39 1434 196.98 

Oral Surgery 15 10.26 70 20.09 306 63.10 

Anaesthetics 51 20.19 250 82.89 1089 334.03 

General Medicine 31 20.47 162 48.60 706 166.53 

Gastroenterology 12 7.64 29 16.41 127 56.36 

Clinical Haematology 26 13.46 96 24.62 418 83.84 

Cardiology 17 8.88 80 22.53 351 57.88 

Dermatology 19 12.43 90 27.04 392 91.09 

Neurology 9 6.30 31 10.15 137 27.88 

Rheumatology 17 6.29 81 19.63 354 46.20 

Paediatrics 15 10.35 87 21.10 377 51.30 

Obstetrics 73 58.68 507 326.85 2207 1407.90 

Gynaecology 37 17.10 198 31.87 862 83.19 

Clinical Oncology 22 13.43 104 21.69 454 53.35 

Others 16 10.33 75 20.83 326 61.06 

                       A: Average number of patients; SD: Standard Deviation 

 

Comparative forecasting results for all outpatient first and follow up specialties are given in 

Appendix 5 and 6 whereas Table 7.5 summarizes only the best forecasting models and 

periods for both first and follow up referrals of all outpatient specialties.  

In conclusion, as seen in Table 7.5, the best forecasting methods for all outpatient specialties 

are summarized below. 

 11 SLR methods for first referrals and 7 SLR methods for follow up referrals 

 1 ARIMA method for first referrals and 6 ARIMA methods for follow up referrals 

 3 ES methods for first referrals and 4 ES methods for follow up referrals 

 4 STLF methods for first referrals and 2 STLF methods for follow up referrals 
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The best forecasting periods (see Table 7.5) for all outpatient specialties are summarized 

below. 

 14 daily estimations for first referrals and 12 daily estimations for follow up referrals 

 1 weekly estimation for first referrals and 3 weekly estimations for follow up referrals 

 4 monthly estimations for first referrals and 4 monthly estimations for follow up 

referrals 

 

Table 7.5: Forecasting results for all outpatient specialties 

Outpatient specialties 

First referrals Follow up referrals 

Forecasting 

model 

Forecasting 

period 

Forecasting 

model 

Forecasting 

period 

General Surgery SLR Daily SLR Daily 

Urology SLR Daily SLR Daily 

Trauma & Orthopaedics SLR Daily STL+ETS(A,N,N) Daily 

Ear, Nose and Throat (ENT) SLR Daily ARIMA (1,1,3) Daily 

Ophthalmology ETS(A,N,N) Daily ETS(A,N,N) Daily 

Oral Surgery ETS(M,N,N) Monthly STL+ETS(A,N,N) Monthly 

Anaesthetics SLR Daily SLR Daily 

General Medicine SLR Daily ARIMA (0,1,1) Weekly 

Gastroenterology STL+ETS(A,N,N) Daily ETS(A,N,N) Daily 

Clinical Haematology SLR Daily SLR Daily 

Cardiology SLR Daily SLR Monthly 

Dermatology STL+ETS(A,N,N) Daily ETS(M,N,N) Weekly 

Neurology STL+ETS(M,N,N) Monthly ARIMA (5,1,0) Daily 

Rheumatology SLR Daily SLR Daily 

Paediatrics SLR Daily ARIMA (5,1,3) Daily 

Obstetrics STL+ETS(A,N,N) Monthly ETS(M,A,N) Monthly 

Gynaecology SLR Daily SLR Daily 

Clinical Oncology ARIMA (4,0,0) Weekly ARIMA (0,1,1) Weekly 

Others ETS(M,Ad,N) Monthly ARIMA (0,1,1) Monthly 

ARIMA: Autoregressive integrated moving average, ES: Exponential smoothing, SLR: Stepwise linear 
regression, STLF: The function of the seasonal and trend decomposition method 
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7.4.2.2 Validation of the predicted demand of an outpatient service 

 

We compared the best forecasting result and actual value by using a paired t test which is 

determined as a formula in Eq. (7.1). In the case of the trauma & orthopaedics outpatient 

specialties, t test value is 0.66 for first referrals and 1.25 for follow up referrals, and t critical 

value is 2.20. Therefore, the forecasted demand is validated since t test values (|𝑡଴|) are less 

than or equal to 𝑡 critical values (𝑡ఈ ଶ⁄ ,௄ିଵ) at 5% significance level. In addition, average 

monthly number of attendances for the first referrals is 1191 and, lower and upper confidence 

intervals are 1063 and 1320, respectively. Average monthly number of attendances for the 

follow up referrals is 639 and, lower and upper confidence intervals are 606 and 672, 

respectively. All forecasted demands of all outpatient specialties for first and follow up 

attendances are validated by using paired t test.  

 
7.4.3 Inpatient services 

 
This study was carried out using the data belonging to all inpatient specialties of the Princess 

Alexandra Hospital located in Harlow, England. The average number of elective and non-

elective admissions per year is respectively 30588 and 33132 patients over the study period. 

Table 7.6 gives basic statistics for the elective admissions of all inpatient specialties. For 

example, the trauma & orthopaedics inpatient service operates 5 days a week and 8 hours a 

day. In addition, the trauma & orthopaedics inpatient service have average 13 patient 

activities per day (standard deviation [SD] ± 5.88), which equates to 71 patient activities per 

week (standard deviation [SD] ± 18.52) and 308 patient activities per month (standard 

deviation [SD] ± 64.81) for the elective admissions. General surgery inpatient specialty has 

the highest elective patient volume whereas the paediatrics inpatient specialty is visited by 

the lowest number of patients. Table 7.7 gives basic statistics for the non-elective admissions 

of all inpatient specialties. For example, for the non-elective admissions, the trauma & 

orthopaedics inpatient service have average 4 patient activities per day (standard deviation 

[SD] ± 2.21), which equates to 30 patient activities per week (standard deviation [SD] ± 

7.59) and 132 patient activities per month (standard deviation [SD] ± 21.07). Two inpatient 

specialties (i.e. cardiology and gynaecology) have the highest number of non-elective 

patients whereas the lowest number of non-elective patients visits the trauma & orthopaedics 

inpatient specialty. 
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Table 7.6: The basic statistics for the elective admissions of all inpatient specialties over the study period 

Specialties 
Daily Weekly Monthly 

A SD A SD A SD 

General Surgery 13 6.01 70 17.58 304 54.60 

Urology 14 7.67 69 24.20 303 90.61 

Trauma & Orthopaedics 13 5.88 71 18.52 308 64.81 

Ear, Nose and Throat (ENT) 5 2.04 18 5.99 78 15.27 

Ophthalmology 8 5.21 33 13.41 145 44.42 

Oral Surgery 7 3.63 30 12.99 133 49.42 

General Medicine 9 5.16 48 20.44 209 82.20 

Gastroenterology 5 3.38 25 13.28 109 54.46 

Clinical Haematology 11 3.42 53 9.30 231 30.64 

Cardiology 6 2.77 20 8.98 88 19.58 

Medical Oncology 4 2.34 16 4.89 70 17.21 

Paediatrics 2 2.35 9 3.60 40 13.25 

Gynaecology 6 2.88 31 7.30 137 19.08 

Clinical Oncology 9 3.89 45 8.53 194 25.21 

Radiology 7 4.19 32 10.00 141 32.24 

Others 4 3.62 14 8.78 59 28.82 

                              A: Average number of patients; SD: Standard Deviation 

 

Table 7.7: The basic statistics for the non-elective admissions of all inpatient specialties over the study 
period 

Specialties 
Daily Weekly Monthly 

A SD A SD A SD 

General Surgery 9 3.53 66 11.86 287 34.50 

Trauma & Orthopaedics 4 2.21 30 7.59 132 21.07 

General Medicine 18 6.55 124 20.65 539 60.53 

Cardiology 3 1.71 20 5.82 86 17.17 

Paediatrics 7 2.87 46 10.99 200 36.76 

Geriatric Medicine 19 6.67 136 22.74 591 59.88 

Obstetrics 22 6.82 155 25.17 673 80.77 

Gynaecology 6 2.92 41 10.48 179 34.09 

Others 3 2.56 17 13.27 74 53.75 

                              A: Average number of patients; SD: Standard Deviation 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

106 
 

Comparative forecasting results for all inpatient elective and non-elective specialties are 

given in Appendix 7 and 8 whereas Table 7.8 summarizes only the best forecasting models 

and periods for both elective and non-elective admissions of all inpatient specialties.  

In conclusion, as seen in Table 7.8, the best forecasting methods for all inpatient specialties 

are summarized below. 

 8 SLR methods for elective admissions and 1 SLR method for non-elective 

admissions 

 5 ARIMA methods for elective admissions and 6 ARIMA methods for non-elective 

admissions 

 3 ES methods for elective admissions and 1 ES method for non-elective admissions 

 0 STLF method for elective admissions and 1 STLF method for non-elective 

admissions 

The best forecasting periods (see Table 7.8) for all inpatient specialties are summarized 

below. 

 8 daily estimations for elective admissions and 5 daily estimations for non-elective 

admissions 

 5 weekly estimations for elective admissions and 1 weekly estimation for non-

elective admissions 

 3 monthly estimations for elective admissions and 4 monthly estimations for non-

elective admissions 
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Table 7.8: Forecasting results for all inpatient specialties 

Inpatient specialties 

Elective Non-elective 

Forecasting 

Model 

Forecasting 

Period 

Forecasting 

Model 

Forecasting 

Period 

General Surgery SLR Daily ARIMA (0,1,1) Daily 

Urology ETS(M,Ad,N) Weekly - - 

Trauma & Orthopaedics ARIMA (2,1,3) Daily ARIMA (0,1,1) Weekly 

Ear, Nose and Throat (ENT) SLR Daily - - 

Ophthalmology ARIMA (0,1,0) Monthly - - 

Oral Surgery SLR Daily - - 

General Medicine ETS(M,A,N) Monthly STL+ETS(A,N,N) Monthly 

Gastroenterology SLR Daily - - 

Clinical Haematology SLR Weekly - - 

Cardiology SLR Daily ETS(A,N,N) Monthly 

Medical Oncology SLR Daily - - 

Paediatrics ARIMA (0,1,3) Weekly ARIMA (1,1,1) Daily 

Geriatric Medicine - - ARIMA (0,1,2) Daily 

Obstetrics - - ARIMA (0,1,1) Daily 

Gynaecology ARIMA (1,0,0) Monthly SLR Monthly 

Clinical Oncology SLR Daily - - 

Radiology ARIMA (0,1,1) Weekly - - 

Others ETS(M,Ad,N) Weekly ARIMA (0,1,1) Daily 

ARIMA: Autoregressive integrated moving average, ES: Exponential smoothing, SLR: Stepwise linear 
regression, STLF: The function of the seasonal and trend decomposition method 

 

7.4.3.2 Validation of the predicted demand of an inpatient service 

 

We compared the best forecasting result and actual value by using a paired t test which is 

determined as a formula in Eq. (7.1). In the case of the trauma & orthopaedics inpatient 

specialties, t test value is 1.49 for elective admissions and 0.61 for non-elective admissions, 

and t critical value is 2.20. Therefore, the forecasted demand is validated since t test values 

(|𝑡଴|) are less than or equal to 𝑡 critical values (𝑡ఈ ଶ⁄ ,௄ିଵ) at 5% significance level. In addition, 

average monthly number of the elective admissions is 273 and, lower and upper confidence 

intervals are 268 and 278, respectively. Average monthly number of the non-elective 

admissions is 128 and, lower and upper confidence intervals are 112 and 144, respectively. 

All forecasted demands of all inpatient specialties for elective and non-elective admissions 

are validated using paired t test.  
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7.5 General results and discussion 

 
Hospital demand is predicted by using quantitative forecasting methods since patient 

inpatient admissions, outpatient attendances and A&E admissions are used as an input into 

the simulation and optimization model. The data were divided into two sets: the training set 

(i.e. the first two years of data) and the validation set (i.e. the last year of data). 

The autoregressive integrated moving average (ARIMA) method, exponential smoothing 

(ES) method, stepwise linear regression method and the seasonal and trend decomposition 

using loess function (STLF) method were applied for the comparative analysis. In total 768 

forecasting models were developed, made up of the following: 

 19 outpatient specialties x 2 (first and follow up referrals separately) x 3 periods 

(daily, weekly and monthly) x 4 forecasting methods, which is 456 models for 

outpatients. 

 16 inpatient specialties (for elective admissions) x 3 periods (daily, weekly and 

monthly) x 4 forecasting methods, which is 192 models for inpatients. 

 9 inpatient specialties (for non-elective admissions) x 3 periods (daily, weekly and 

monthly) x 4 forecasting methods, which is 108 models for inpatients. 

 1 A&E department x 3 periods (daily, weekly and monthly) x 4 forecasting methods, 

which is 12 models for A&E.  

Using MASE, 64 best forecasting models and periods as shown are selected out of 768 

models, i.e., 38 forecasted demand for outpatient specialties, 25 for inpatient specialties, and 

1 for A&E. 

This study indicates that forecasting hospital demand under different periods might generate 

more accurate result even if the past studies have preferred daily period to estimate hospital 

demand. This study shows that the best demand estimates are based on different forecasting 

methods and forecasting periods. Unlike the current and past studies conducted in the 

literature, our study filled a major gap by comparing different forecasting periods (i.e. daily, 

weekly and monthly). In addition, we also tested with a forecasting methodology that has 

never been considered within a healthcare setting before (i.e. the STLF method). It proves 

that the STLF method outperformed traditional time series forecasting methods (i.e. 

ARIMA, exponential smoothing) for a number of specialties, despite the method being 

applied for the first time. For instance, according to MASE, the STLF method was superior 

for the non-elective admissions in the general medicine specialty as seen in Table 7.8. In 
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addition, this study highlights that hospital managements will need to take into consideration 

different forecasting periods to better estimate hospital demands. 

As the complexity of healthcare services increases in an environment of constrained 

resources and increasing demand, so too does the need for evidence-based decision making. 

Reliable and accurate forecasting models are well positioned to provide that evidence and 

allow hospital service managers face upcoming challenges with greater confidence. 

Hospital managers are very well aware that hospitals are at breaking point in most parts of 

the country, with patients sitting for hours in departments waiting for a bed. As such, accurate 

and reliable long term hospital forecasting models are required to assess and respond to the 

needs of local populations, both currently and in the future. This study will therefore enable 

key decision makers to better understand the demand for A&E, outpatient and inpatient 

services, thus the opportunity to effectively plan ahead for resource requirements (e.g. 

doctors and nurses). 

 
7.6 Summary 

 

In this chapter, the best forecasting models and periods for each specialty are selected. The 

reasons of forecasting hospital demand are explained. In addition, the study methods are 

described, and the forecasting results are analysed. Demand estimations for the A&E 

department, outpatient and inpatient services, and validation of the demand estimates are 

highlighted. Next chapter explains the generic hospital simulation modelling in greater 

detail. The next chapter gives further detail related to the development of a generic hospital 

simulation model integrated with comparative forecasting to better understand and balance 

current and future demand and capacity of a UK hospital. 
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CHAPTER 8 
 

Modelling demand and capacity of the 

Princess Alexandra Hospital: A generic 

hospital simulation model combined with 

forecasting techniques 
 

 

 

 

8.1 Introduction 

 

In this chapter, the developed generic hospital simulation model integrated with forecasting 

techniques is presented. In Section 8.2, the verified conceptualized pathway is explained. 

Section 8.3 gives inputs used in this study. Section 8.3.1 clarifies the inputs for the accident 

and emergency (A&E) department; Section 8.3.2 explains the inputs for the outpatient 

services and Section 8.3.3 describes the inputs for the inpatient services. Section 8.4 

introduces the developed simulation models. Section 8.5 illustrates how the optimum 

replication number and the warm up period are calculated. Section 8.6 gives the outputs 

generated from this study. Section 8.7 explains how the developed simulation model is 

validated. Section 8.8 describes the experimental design and scenario analysis. Section 8.9 

discusses the general results.  
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8.2 Verified the conceptualized pathway 

 

The first stage of the pathway mapping was to research the current practices within the 

hospital. This included utilising publications from the literature, which allowed to draft a 

baseline patient pathway within a hospital setting, including a high-level mapping of A&E, 

inpatient and outpatient pathway. Once the initial pathway is established, the second phase 

consisted of structured interviews with hospital consultants, nurses, clinical and financial 

directors.   

The interviews were conducted face to face sharing the initial diagrammatic representation 

of the pathway. Each stage of the pathway was discussed with the panel taking account of 

their opinions and adjusting the pathway in ‘real-time’ as comments were made. The 

objective of this process is to explore the entire hospital pathway in the eyes of the experts 

and identify the important areas of development. It is also crucial to establish a pathway that 

is generic enough so that it is applicable to all NHS providers in England.  

According to the interviews the typical care system in place in England, within inpatient, 

outpatient and A&E services, comprises a complex set of services offered in and out of 

hospital. In this context, the pathway consists of three parts: A&E department, outpatient 

and inpatient specialties (Figure 8.1). Also, the interactions among the departments were 

taken into account.  

In this pathway, there are four different patient arrival types in the A&E department: patients 

can be referred from GPs, self-admission, emergency, or others (i.e. referral from 

educational establishments and general dental practitioner). Upon arriving to A&E, patients 

are registered by the receptionist and pre-assessment process (e.g. blood pressure) is carried 

out by a nurse. Patients then wait to be seen by a doctor. Doctors may request further 

investigations, such as X-ray, urinalysis, biochemistry, etc. Depending on patient’s 

condition, they can either be admitted to inpatient care, discharged back to primary care; 

discharged to an outpatient department, discharged by death, or discharged home with no 

further action. 

Patients can be referred to outpatient specialties either from GPs, self-attendance, from A&E 

department of the same hospital, and others (i.e. referral from optometrist and general dental 

practitioner). Patients may be booked for outpatient attendance after referral. At this point, 

some patients may cancel their appointments in advance or not attend the clinic without prior 
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notice (some of these patients may rebook an appointment for a later date). Once a patient 

comes into an outpatient specialty, they check in at the reception and wait for treatment. If 

needed, a diagnostic procedure can be carried out before assessment and in some cases a 

treatment procedure could also be carried out by a consultant. After consultation, patients 

can either be discharged home, or can be admitted to an inpatient department if further 

treatment is necessary, or referred to the outpatient specialty for follow up treatments. 

Patients in a typical inpatient specialty are referred in the following ways: patients can be 

referred from GPs, from an A&E department or outpatient specialty of the same hospital and 

others (i.e. dental casualty department). Admission is also divided by two types: elective and 

non-elective. Elective admission consists of an appointment made prior to admission, 

whereas non-elective admission comprises patients who are mostly referred from A&E 

department and in some cases GPs. Elective patient waits to be admitted to inpatient 

specialty, anything from a few days to 18 weeks. After patient arrival and booking process, 

pre-assessment is performed, and it is decided whether patient is admitted to a specialty ward 

for care or not. If patient is not admitted to a ward, a day case procedure is carried out. 

Otherwise, patient is admitted, and a theatre process is carried out if needed. Then, the patient 

can either be discharged home or discharged due to death. 
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Figure 8.1: High-level conceptualization of the hospital 
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8.3 Input parameters 

 

As the model aims at the whole hospital scale, there are a significant number of input 

parameters. Inputs to the model are related to patient demand provided by forecasts, 

treatment (pathways, percentage of patients falling into each specialty, discharges, length of 

stay), staffing (staffing levels, staff availability), and cost (staff salary, costing of each 

service), a full list of parameters for the A&E and the outpatient and inpatient specialties of 

the trauma & orthopaedics are given in Table 8.1, 8.2 and 8.3, respectively. The vast majority 

of input parameters are pre-determined through exhaustive analysis of HES and local 

hospital data. On a small number of occasions, experts were consulted during meetings. Note 

that all input parameters are prepopulated and can be changed by the service provider if the 

users deem this to be necessary to fit their geographical area.  

Input parameters for all specialties were obtained as well as the trauma & orthopaedics 

outpatient and inpatient specialties given in Appendix 9 to 43. A&E, inpatient and outpatient 

demands were prepared as daily inputs into the simulation model. The referrals from A&E 

to inpatient specialties (for non-elective admissions) and to outpatient specialties were 

estimated accordingly.  

Distributions are a crucial part of simulation modelling, we therefore used a number of 

distributions, for example, preparation time for treatment, treatment time, time for discharge 

for the A&E department; time for first appointment, number of follow-ups, length between 

follow-up treatments for outpatient specialties; time for first admission, and length of stay 

for inpatient specialties. All distributions were estimated for each age group separately (i.e. 

0-15, 16-35, 36-50, 51-65, 65+), resulting in 600 distributions as follows. 

 19 outpatient specialties for first attendances x 2 observed frequency distributions 

(i.e. time for first appointment, number of follow-ups) x 5 age groups, which is 190 

distributions for outpatients (for first attendances), 

 19 outpatient specialties for follow up attendances x 2 observed frequency 

distributions (i.e. number of follow-ups, length between follow-up treatments) x 5 age 

groups, which is 190 distributions for outpatients (for follow up attendances), 

 16 inpatient specialties for elective admissions x 2 observed frequency distributions 

(i.e. time for first admission, length of stay for elective) x 5 age groups, which is 160 

distributions for inpatients (for electives). 
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 9 inpatient specialties for non-elective admissions x 1 observed frequency 

distribution (i.e. length of stay) x 5 age groups, which is 45 distributions for inpatients (for 

non-electives). 

 1 A&E department x 3 observed frequency distributions (i.e. time for treatment, 

treatment time, time for discharge) x 5 age groups, which is 15 distributions for the A&E. 

Observed frequency distributions were established using the Freedman-Diaconis Rule 

(Freedman and Diaconis, 1981) to specify the optimum width of observed frequency 

distributions.  

We estimated the distributions (number of follow ups) related to how many times in a year 

a patient attends in an outpatient clinic for follow up treatments. Table 8.4 shows the 

observed frequency distributions which determine whether first attendances will attend in 

the clinic for the follow up treatment based on age group. For example, 63.83% of the first 

attendances in age group 1 do not need further treatment for the same health conditions, 

whereas the remaining 36.17% of patients do requires follow up treatments. Table 8.4 

illustrates how many times in a year a patient with follow up treatment attends in a clinic 

after their first attendance. For example, 42.01% of the patients in age group 1 need one 

more treatment after the first follow up attendance. Therefore, these patients would attend 

the clinic three times (once first attendance and twice follow up attendance) in a year. 

In addition, length of period for follow up treatment for a patient in an outpatient clinic was 

determined by considering the time between consecutive treatments of a patient, which are 

related to the same health condition. The time from follow up appointment to next follow up 

appointment of each patient in each specialty was used to establish the distribution for the 

length of period for follow up treatment. Length of stay in an inpatient specialty was the time 

from admission in a ward to discharge time. 

The observed frequency distributions are established for various group patient depending on 

the severity of their injuries (investigation for treatment) such as waiting time to be seen by 

a doctor, waiting time for discharge, treatment time and cost of treatment. According to the 

HES dataset, there are eight HRG codes for the A&E department of the PAH (i.e. from 

“VB01Z” to “VB08Z”). These are used for classifying the investigation for treatment. These 

observed frequency distributions are established to assign individual patients according to 

the severity of their injuries (investigation for treatment). The reference costs are therefore 

based on severity of injuries for A&E patients. To give an example, different tariffs are 
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applied based on HRG code (i.e. £237 for VB01Z whereas £110 for VB08Z) as shown in 

Table 8.1. In conclusion, HRG code is independent from age groups, where all patients are 

assigned the same HRG code depending on the severity of their condition. This risk 

adjustments enable us to better capture detailed treatment processes within A&E, financial 

implications, impact on resources, etc. 

Financial inputs were taken from the publication by the Department of Health (2014) and 

Department of Health and Social Care (2013). Healthcare Research Groups (HRGs) is an 

indicator which classifies similar clinical “conditions” or “treatments” in terms of level of 

resources used in healthcare systems (NHS England, 2017). An HRG Code identified for the 

diagnostic of each patient was taken into account in calculating total revenue for A&E 

department (see Table 8.1 for the HRG codes in the A&E department), outpatient (first and 

follow up attendances) and inpatient (elective and non-elective admissions). 

Inputs related to resources (i.e. bed, triage room, staff), outpatient clinic slots and inpatient 

annual theatre capacity were provided in collaboration with the hospital.  For example, 

36,700 outpatient clinic slots were available for the trauma & orthopaedics outpatient 

specialty. In addition, total number of annual theatre capacity for elective and non-elective 

admissions were 8,024 and 3,011 procedures, respectively. 
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Table 8.1: Input parameters of the simulation model for the accident and emergency (A&E) department 

Input parameters Estimates Distributions References 
Patient inputs 
     - Available demand (2012/13) 
      
     - Forecasted year (2013/14) 

 
- Daily number of referrals 

for the available period 
- Number of admissions 

from the forecasting method 

 
N/A 

 
N/A 

 
HES dataset 

 
N/A 

Physical inputs 
     - Number of beds 
     - Number of triage rooms 
     - Number of clinic rooms 

 
22 
5 
4 

 
Fixed 
Fixed 
Fixed 

 
Local data 
Local data 
Local data 

Staff inputs 
     - Number of doctors 
     - Number of nurses 

 
12 
21 

 
Fixed 
Fixed 

 
Local data 
Local data 

Financial inputs 
   Revenues in the A&E (HRG Codes for 
severity of injuries): 
     - VB01Z 
     - VB02Z 
     - VB03Z 
     - VB04Z 
     - VB05Z 
     - VB06Z 
     - VB07Z 
     - VB08Z 

 
 

2012/13 – 2013/14 
£235 - £237 
£235 - £210 
£151 - £164 
£151 - £139 
£151 - £130 
  £81 - £102 
£112 - £119 
£112 - £110 

 

 
 

 
Fixed 
Fixed 
Fixed 
Fixed 
Fixed 
Fixed 
Fixed 
Fixed 

 

  
 
 
DoH (2013 and 2014) 
DoH (2013 and 2014) 
DoH (2013 and 2014) 
DoH (2013 and 2014) 
DoH (2013 and 2014) 
DoH (2013 and 2014) 
DoH (2013 and 2014) 
DoH (2013 and 2014) 

 
Other inputs 
   Demographic features: 
     - Gender 

1.Male 
2.Female 

     - Age groups 
1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+) 

   Laboratory process: 
     - Laboratory service 

1. What percentage of patients are 
referred to the laboratory? 

2. What percentage of patients are 
not referred to the laboratory? 

     - Percentage of tests 
           First tests - Second tests - Third tests 
                  X-Ray 
                  Electrocardiogram 
                  Haematology 
                  Biochemistry 
                  Urinalysis 
                  Others 
   Shifts 
   Distributions 
     - Severity of injuries 
     - Pre-assessment process 
     - Treatment time 
     - Discharge time 

 
 
 

47% 
53% 

 
23% 
28% 
16% 
12% 
21% 

 
 
 

76% 
 

24% 
 
 

42% -   8% - 12% 
13% - 22% - 10% 
31% - 26% - 26% 
  1% - 32% - 27% 
  8% -   7% - 16% 
  5% -   5% -   9% 

3 
 

Frequency distribution 
10 minutes 

Frequency distribution 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 
 

Multinomial 
 

Multinomial 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

Fixed 
 
Frequency distribution 

Multinomial 
Frequency distribution 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 
 

HES dataset 
   

HES dataset 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
Local data 

 
HES dataset 

Expert opinion 
HES dataset 
HES dataset 

DoH: Department of Health, HES: Hospital episodes statistics, N/A: Not available, NHS: National Health 
Service 
 

 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

118 
 

Table 8.2: Input parameters of the simulation model for the trauma & orthopaedics outpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. First referral 
 
2. Follow up referral 

 
- Daily number of referrals for the 

available period (2012/13) 
- Number of referrals from the 

forecasting method for the 
projected period (2013/14) 

 
N/A 

 
N/A 

 
HES dataset 

 
N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

 
Department of 

Health and Social 
Care (2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first 
appointment 
     - Follow up number 
     - Length of period for follow 
up treatment 
 Total available outpatient clinic 
slots (per year): 

 
 

(First referral – Follow up referral) 
19.00% – 11.44% 
17.84% – 13.73% 
19.37% – 19.42% 
20.65% – 24.36% 
23.14% – 31.06% 

 
 

Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
36700 

 
 
 

Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 
Frequency distribution 

 
Frequency distribution 
 

Fixed 

 
 
 

HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Table 8.3: Input parameters of the simulation model for the trauma & orthopaedics inpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. Elective 
 
2. Non-elective 
 

 
- Daily number of admissions for 

the available period (2012/13) 
- Number of admissions from the 

forecasting method for the 
projected period (2013/14) 

 
N/A 

 
N/A 

 
HES dataset 

 
N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 
  2. Non-elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 
Frequency distribution 
Frequency distribution 

 
Department of 

Health and Social 
Care (2013) 

Physical inputs 
    Number of beds 

 
59 

 
Fixed 

 
Local data 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first admission 
     - Length of stay 

 
 

(Elective – Non-elective) 
  2.94% – 12.21%  
11.69% – 15.37% 

             21.00% – 15.73% 
29.65% – 15.77% 
34.72% – 40.92% 

 
Frequency distribution 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

Theatre inputs 
   - Total number of theatre procedure 
annual capacity 
       1. Elective 
       2. Non-elective 
   - What percentage of inpatient 
admissions end up having a surgery? 
       1. Elective 
       2. Non-elective 

 
 

 
8024 
3011 

 
 

93% 
90% 

 
 
 

Fixed 
Fixed 

 
 

Multinomial 
Multinomial 

 
 

 
Local data 
Local data 

 
 

Local data 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Table 8.4: Number of follow ups and percentages (%) for first patients in the trauma & orthopaedics 
outpatient specialty 

Number of follow ups and percentages (%) 

First patients 

Number of follow up AG 1 AG 2 AG 3 AG 4 AG 5 

0 63.83 60.34 61.31 63.04 67.57 

1 36.17 39.66 38.69 36.96 32.43 

Follow up patients 

Number of follow up AG 1 AG 2 AG 3 AG 4 AG 5 

0 10.52 11.64 11.48 12.83 13.42 

1 42.01 41.52 38.01 39.22 41.90 

2 21.69 22.13 23.16 22.11 21.55 

3 13.19 12.03 13.28 12.13 11.13 

4 6.17 5.88 6.76 6.47 6.02 

5 3.45 3.33 3.32 3.37 2.93 

6 1.58 1.70 1.74 1.87 1.26 

7 0.70 0.81 1.00 0.83 0.84 

8 0.47 0.52 0.46 0.52 0.43 

9 0.03 0.21 0.32 0.22 0.17 

10 0.13 0.10 0.22 0.16 0.15 

11 0.05 0.04 0.13 0.09 0.06 

12 - 0.04 0.04 0.08 0.04 

13 - - 0.03 0.05 0.06 

14 - 0.02 - 0.01 - 

15 0.03 - 0.01 - 0.02 

16 - 0.02 0.01 - 0.02 

19 - - - 0.01 0.01 

21 - - 0.01 - - 

22 - - - - - 

23 - - - 0.01 - 

 

 

8.4 Developed simulation models 

 

It is difficult to develop a generic simulation model imitating everything belonging to an 

entire hospital (Pidd, 2003). In the literature, there are very few studies that have developed 

simulation models for an entire hospital where all the relevant data are collected and analysed 

for each specialty within an inpatient and outpatient setting. As defined in the conceptual 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

121 
 

model, and visualised in Figure 8.1, a DES model was developed using Simul8 simulation 

software. A top-level iconic representation is given in Figure 8.2. The simulation model 

consists of all departments (A&E, outpatient and inpatient specialties) and all specialties (i.e. 

general surgery, urology and orthopaedics), along with the interactions between A&E, 

outpatient and inpatient specialties. Moreover, the feedback mechanism, (appointment 

rebooking typically faced in outpatient specialties) and system inefficiencies (cancellations 

and did not attends) are embedded into the simulation model. 

The “AandE Arrival” entry point is made up of four arrival modes (i.e. GP referral, self-

referral, emergency, and other) as shown in Figure 8.2. Patients are labelled in terms of age 

group according to their statistical distributions. Patients wait for pre-assessment which is 

normally carried out by a nurse. Patients are then asked to further wait to be seen by an A&E 

doctor. In the ‘AandE Clinic Process’, if a doctor wants a further investigation, patients are 

referred to the laboratory area such as X-Ray and electrocardiogram. An investigation bundle 

is assigned to each patient according to the distribution obtained from data. For example, if 

a patient has first investigation (X-Ray) and second investigation (Electrocardiogram), the 

patient visits firstly X-Ray area and then takes an electrocardiogram test. Patients are then 

further assessed by the A&E doctor and relevant treatment is decided. After that, patients 

are prepared to be discharged by “AandE Discharge Preparation” and a decision is made 

among five discharge modes as shown in Figure 8.1 (i.e. they can either be admitted to 

inpatient care, discharged back to primary care; discharged to an outpatient department, 

discharged by death, or discharged home with no further action). In this model, there are 

four distinct types in relation to process times: 1) pre-assessment time (triage), 2) treatment 

time (by clinician), 3) discharge time (post treatment), 4) total time in A&E, i.e. from arrival 

to discharge. Relevant distributions have been established for (1), (2) and (3) whereas (4) is 

an output.  

A percentage of patients from the A&E department are referred to outpatient clinics of the 

hospital. This is where the interconnectedness in hospitals occurs, since output of one 

department is the input of a different department. Furthermore, complicated synchronisation 

rules are applied such as an A&E patient requiring outpatient clinic appointment. Along with 

the referral from the A&E, patients from other referral sources wait for their appointment 

date according to observed frequency distributions based on age groups and type of 

specialty. Some patients might cancel their appointments in advance by “First Cancellation” 

work centre or do not attend the clinic by “First DNA” work centre. First and follow up 
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patients are referred to the waiting area, “FUP Cancellation” or “FUP DNA” work centres 

by using “Referral Control” work centre. At this point, some follow up patients may cancel 

their appointments in advance (“FUP Cancellation” work centre) or do not attend the clinic 

(“FUP DNA” work centre) whereas all first patients and some follow up patients, who 

request to attend the clinic, are directed to the waiting area for pre-assessment. A diagnostic 

procedure and/or treatment procedure is conducted by a consultant in the outpatient clinic 

(by “Outpatient Clinic Process” work centre). If a patient needs a follow up appointment or 

not is decided by a consultant after treatment. If the patient does not require a follow up 

treatment, a discharge procedure is carried out. Otherwise, each patient, who needs a follow 

up appointment, is assigned a number of follow up according to observed frequency 

distributions estimated by taking into account age groups and type of specialty. Patients then 

wait at home for their follow up treatment or check-up. The assigned number of follow up 

decreases by one as they attend the clinic. Patient repeats this cyclical process until the 

assigned number of follow-ups is zero. Using labels in our simulation model, a rebooked 

appointment is carried out if patient cancels the appointment or does not attend the clinic.  

Patients can be referred from the A&E and outpatient to inpatient specialties according to 

the pathway shown in Figure 8.1. Elective patients are referred to inpatient specialties of the 

hospital and wait for their admissions according to observed frequency distributions based 

on age groups and type of specialty. Non-elective patients are admitted to the inpatient 

specialties in two main routes: mostly via the A&E department and others (i.e. GP and 

consultant clinic referrals). After a pre-assessment is carried out, theatre process is 

performed, if required. Patients, who need to be admitted to a ward, stay in a bed in 

accordance with the observed frequency distributions regarding length of stay until 

discharged. On the other hand, day-case patients are discharged as they do not require a bed.  
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Figure 8.2: High-level simulation model of the hospital 
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8.5 Required replication number and warm up period 

 

As clarified in Chapter 5, a Fixed-Sample-Size procedure was used to determine the required 

replication number for the simulation model. All analyses were carried out for key 

performance metrics for the A&E, and all outpatient and inpatient specialties. Average 

waiting time and length of stay were determined as key performance metrics for the A&E 

department. On the other hand, time to first appointment and time to follow up appointment 

were selected as key performance metrics for outpatient specialties whereas time to elective 

admission and length of stay were chosen for inpatient specialties. Table 8.5 shows the 

values of the parameters of the Fixed-Sample-Size procedure. The required replication 

numbers were iteratively found for each performance metrics. According to the results based 

on key performance metrics for the A&E, and all outpatient and inpatient specialties, 10 

replications was specified as the required replication number since nr*(Ɣ) is less than or 

equal to Ɣ'. 

 

Table 8.5: The results for the required replication numbers according to key performance metrics of the 
A&E department 

Parameters Average waiting time Average length of stay 

Average 63.98 153.96 

Standard deviation 0.2212 0.2870 

Relative error (Ɣ) 0.15 0.15 

Adjusted relative error (Ɣ') 0.13 0.13 

i 10 10 

ti-1,1-α/2 (t9,0.025) 2.26 2.26 

n 10 10 

nr*(0.10) 0.001661425 0.00078644 
Results nr*(Ɣ)≤Ɣ' nr*(Ɣ)≤Ɣ' 

                      i: required replication number, n: initial replication number 

 

In this study, the warm-up period is investigated for key performance metrics, such as 

waiting time for treatment and overall waiting time for the A&E department. In the 

simulation model, the warm up period was determined as two months for the key 

performance metrics of the A&E department as shown in Figure 8.3 and 8.4. According to 

the results based on key performance metrics of A&E, all outpatient and inpatient specialties, 

the warm up period is determined as 5 months for the simulation model. Therefore, the run 
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length of the simulation model consists of two periods: warm up periods (5 months) and data 

collection periods (12 months). The run length is then 17 months.  

 

 
Figure 8.3: Graph for determining the warm-up period for average waiting time for treatment in the A&E 

department 

 

 
Figure 8.4: Graph for determining the warm-up period for average overall waiting time in the A&E 

department 
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8.6 Outputs 

 

A simulation model of this scale generates many outputs, and the simulation model’s output metrics 

are shown in Table 8.6. 

 

Table 8.6: Outputs of the generic simulation model 

Outputs 

A&E department 

 Total number of capacity 

 Bed occupancy rates (%) 

 Consultant Hours (hours)  

 Nurse Hours (hours) 

 Demand Coverage Ratio (%) 

 Total Revenue (£) 

Outpatient services Inpatient services 

 Total number of first attendances 

 Total number of follow up attendances 

 Total number of DNAs 

 Total number of cancellations 

 First to follow up ratio 

 Total number of clinic attendance 

 Clinic utilization rate (%) 

 Consultant Hours (hours)  

 Demand Coverage Ratio (%) 

 Total Revenue (£) 

 

 Total number of elective admission 

 Total number of non-elective admissions 

 Total number of elective theatre procedure 

 Total number of non-elective theatre procedure 

 Elective theatre utilization rate (%) 

 Non-elective theatre utilization rate (%) 

 A&E to inpatient conversation rate (%) 

 Bed occupancy rates (%) 

 Required number of beds 

 Consultant Hours (hours)  

 Demand Coverage Ratio (%) 

 Total Revenue (£) 

       DNA: Did not attend 

 

8.6.1 Outputs for the entire hospital 

 

Among the set of outputs, three metrics were focussed on as agreed with hospital 

management. The performance was measured using the following output metrics at hospital 

level: Demand Coverage Ratio (DCR), Bed Occupancy Rate (BOR) and Total Revenue 

(TR). 
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Demand Coverage Ratio (%): DCR is a novel metric developed to measure the percentage 

of patients admitted to the hospital and discharged using the available resources of each 

specialty. Its generic formula is shown in Eq. (8.1). This output shows a hospital’s ability to 

meet demand. For example, 100% DCR means that all patient demands are met with the 

available resources. Using this output metric, hospitals are able to better understand their 

performance, e.g. if DCR is below 100% (say 90%) this means that the specialty was unable 

to cope with the demand, thus require additional resources to treat the remaining 10%. The 

DCR of the hospital is computed by the formula in Eq. (8.2) and used in the simulation 

model. 

Number of patients who are discharged
Demand Coverage Ratio (%)=100×

Number of patients who are admitted
             (8.1) 
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             (8.2) 

where AEP is the number of patients who are discharged using available resources from the 

A&E department; NPDOj is the number of patients who are discharged using available 

resources from the outpatient specialty j; NPDIj is the number of patients who are discharged 

using available resources from the inpatient specialty j; AEA is the number of patients who 

are admitted to the A&E department; NPAOj is number of patients who are admitted to the 

outpatient specialty j; NPAIj is the number of patients who are admitted to inpatient specialty 

j; so is the total number of outpatient specialty; si is the total number of inpatient specialty. 

There are a number of practical implications of DCR, particularly around the better 

understanding of bottlenecks of the system at the individual specialty (departmental and 

hospital) level. A DCR of less than 100% is a sign of a capacity issue, such as lack of beds, 

consultants, and outpatient clinic slots.  

This will then enable the hospital management (i.e. service managers, consultants, and 

directors) to take necessary precautionary measures to ensure patient needs are met and that 

the service functions smoothly.  
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In addition, the DCR can help better understand outpatient performance in terms of demand 

and capacity planning. For example, let’s assume that the DCR of an outpatient specialty is 

95%. The available resources belonging to the related outpatient specialty is not sufficient 

to cope with the remaining demand (5%). The outpatient specialty needs to increase the 

available outpatient clinic slots. 

If the DCR of an inpatient specialty is less than 100%, then the management can detect the 

problem by examining capacity oriented metrics (i.e. the bed occupancy rate, theatre 

utilization rate or consultation hours), and increase these resources to ensure all patients are 

treated and discharged timely. To the best of our knowledge DCR is a new metric that has 

never been utilised within healthcare context. 

Xu et al. (2016) used a metric called “Saturation” in their research which investigated the 

relation between capacity and demand under uncertain demand conditions. They developed 

a simulation-based algorithm to examine capacity-oriented passenger flow control in a 

subway station in Beijing. Saturation calculates a ratio dividing the total demand by capacity 

whereas the DCR provides a percentage of capacity within the demand. Both measures are 

comparing demand with capacity in some way, but one is the reciprocal of the other. For 

example, the Saturation is 1.10 whereas the DCR of 90.91% if total demand is 110 and 

capacity is 100. In addition, after an exhaustive and systematic literature review, it is clear 

that there is no other measure in healthcare like the DCR presented in this study. 

 

Bed occupancy rates (%): NHS Trusts in the UK measure bed occupancy rate of the 

hospitals on a regular basis as a key output metric of their inpatient services. NHS Trusts 

measure the BOR using Eq. (8.3) which is a rate calculating the number of hospital beds 

occupied in the total number of available hospital beds in a period (Harper and Shahani, 

2002). 

The number of occupied bed days
Bed occupancy rate (%) = 100×

Total number of beds Number of days in the period
            (8.3) 

 

Total Revenue (£): Financial output is one of the most important key metrics for strategic 

planning purposes. Total revenue is measured in the simulation study as one of the outputs 

using the formula shown in Eq. (8.4). This output consists of the following sources of 

revenue: A&E department, outpatient and inpatient specialties. At this point, the Market 

Forces Factor (MFF) is used as a multiplier in calculation of the revenue. The MFF indicates 
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a reflection of service cost which might depend on the location of each hospital in the country 

(Department of Health and Social Care, 2013). Firstly, the portion of revenue coming from 

the A&E department is calculated by taking into account the HRG Codes identified for the 

severity of injuries (i.e. investigation of treatment) given in Table 8.1. For example, the 

hospital reimburses £237 if an HRG Code “VB01Z - Any investigation with category 5 

treatment” is assigned to a patient, who attends in the A&E department. Secondly, an HRG 

Code is identified for each patient to determine the diagnostic procedures in outpatient and 

inpatient specialties. These codes were taken into account in calculating total revenue for 

outpatient (first and follow up treatment) and inpatient (for the elective and non-elective 

treatments). For example, the hospital reimburses £80 (£92 with the MFF) if an HRG Code 

“FZ57Z - Diagnostic or Therapeutic Rigid Sigmoidoscopy 19 years and over” is assigned to 

a patient, who attends in a general surgery outpatient clinic as a first referral.  

The revenue for an inpatient specialty is calculated differently compared to A&E and 

outpatient specialties. The revenue depends on the patients’ length of stay in a bed. A long 

stay payment for days exceeding the trim point is applied by considering the trim point 

determined by the NHS. Trimpoint is a threshold for the length of stay for patients (NHS 

Digital, 2018). For example, the non-elective long stay trimpoint is 5 days for a HRG Code 

EB01Z (Non-Interventional Acquired Cardiac Conditions) in the general surgery inpatient 

specialty and £211 (£243 with the MFF) per day for exceeding the trimpoint is charged, 

whereas the non-elective spell tariff is £585 (£675 with the MFF). The hospital reimburses 

£1161 (MFF × £585 + MFF × 2 days × £211) if a non-elective patient with the HRG code 

“EB01Z” stays in a bed for 7 days. 
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where AEi: Total number of A&E arrivals who have severity of injury i; RAEi: Unit tariff for 

i. severity of injury in the A&E department; sa: Total number of types of severity of injuries 

in the A&E department; fj: Total number of first attendance and DNAs at outpatient specialty 

j; RFji: i. tariff for first attendance and DNAs at outpatient specialty j; fupj: Total number of 

follow up attendance and DNAs at outpatient specialty j; RFUPji: i. tariff for follow up 

attendance and DNAs at outpatient specialty j; so: Total number of outpatient specialty; se: 

Total number of inpatient elective specialty; sne: Total number of inpatient non-elective 
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specialty; ej: Total number of admission at inpatient elective specialty j; nej: Total number 

of admissions at inpatient non-elective specialty j; TEji: i. tariff at inpatient elective specialty 

j; TAEji: i. tariff adjustment at inpatient elective specialty j; TNEji: i. tariff at inpatient non-

elective specialty j; TANEji: i. tariff adjustment at inpatient non-elective specialty j; MFF: 

Market forces factor. 

 

8.6.2 Outputs for departments 

 

Outputs for each department (i.e. accident and emergency department, outpatient and 

inpatient services) are explained as follows. 

 

 

8.6.2.1 Accident and emergency (A&E) department 

 

Outputs for the accident and emergency department are described below. 

 

Total number of admitted patients: Total number of patients (i.e. capacity) are admitted 

and discharged in the A&E department. 

Demand Coverage Ratio (%): A ratio representing the percentage of patients admitted to 

an A&E department and discharged using the available resources of the A&E department. 

Bed occupancy rates (%): A rate representing the percentage of the A&E beds occupied in 

the total number of available beds in the A&E. 

Consultant Hours (hours): Total consultation time served by total number of consultants 

working in the A&E department. 

Nurse Hours (hours): Total nursing time served by total number of nurses in the A&E 

department. 

Total Revenue (£): Total revenue from the patient care in the A&E department. 

 

8.6.2.2 Outpatient Services 

 

Outputs for the outpatient services are described below. 
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Total number of first attendances: Total number of patients who is seen by a healthcare 

provider at the first attendances in an outpatient specialty. 

Total number of follow up attendances: Total number of patients who are seen by a 

healthcare provider at follow up attendances in an outpatient specialty. 

Total number of DNAs: Total number of patients who did not attend in a clinic at the first 

or follow up attendances in an outpatient specialty. 

Total number of cancellations: Total number of patients who cancels their appointments 

for the first or follow up attendances in an outpatient specialty. 

First to follow up ratio: This ratio indicates number of follow up attendances for every first 

attendances. It is calculated by dividing the number of follow up attendances by the number 

of first attendances. 

Total number of clinic attendance: Total number of first and follow up attendances. 

Clinic utilization rate (%): A rate representing the percentage of the available outpatient 

clinic slots used in the total number of available outpatient clinic slots in an outpatient 

specialty. 

Consultant Hours (hours): Total consultation time served by total number of consultants 

working in an outpatient specialty. 

Demand Coverage Ratio (%): A ratio representing the percentage of patients admitted to 

an outpatient specialty and discharged using the available resources of the outpatient 

specialty. 

Total Revenue (£): Total revenue from the patient care in an outpatient specialty. 

 

8.6.2.3 Inpatient Services 

 

Outputs for the inpatient services are described below. 

 

Total number of elective admissions: Total number of elective admissions in an inpatient 

specialty. 

Total number of non-elective admissions: Total number of non-elective admissions in an 

inpatient specialty. 

Total number of elective theatre procedure: Total number of theatre procedures carried 

out for elective admissions in an inpatient specialty. 

Total number of non-elective theatre procedure: Total number of theatre procedures 

carried out for non-elective admissions in an inpatient specialty. 
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Elective theatre utilization rate (%): A rate representing the percentage of theatre 

utilization for elective admissions in an inpatient specialty. 

Non-elective theatre utilization rate (%): A rate representing the percentage of theatre 

utilization for non-elective admissions in an inpatient specialty. 

A&E to inpatient conversation rate (%): A rate representing the percentage of the patient 

admitted to an inpatient specialty from the A&E department. 

Bed occupancy rates (%): A rate representing the percentage of the beds occupied in an 

inpatient specialty. 

Required number of beds: A number representing the required number of beds based on 

the target level in an inpatient specialty. 

Consultant Hours (hours): Total consultation time in hours within the inpatient specialty. 

Demand Coverage Ratio (%): A ratio representing the percentage of patients admitted to 

an inpatient specialty and discharged using the available resources of the inpatient specialty. 

Total Revenue (£): Total revenue from the patient care in an inpatient specialty. 

 

8.7 Verification and validation of the simulation models 

 

To validate our simulation model, black-box and white-box validations were carried out and 

it was checked for face validity. During the model development, we closely worked with 

key personnel in the hospital and their feedback was received. The model was continually 

improved accordingly, and each model unit was tested for extreme conditions and logical 

consequences. It is decided that the model has passed white-box validation tests. In the final 

demonstration of the model, which was for face validation, project owners were convinced 

that the model is appropriate for further usage.  

Black-box validation assumes that a simulation model will behave like the real system under 

the same input settings. The output variables that were collected in simulation and observed 

in the real system are DCR, bed occupancy rates, and total revenue. In Table 8.7, it was seen 

that the real system’s output in the data column, and simulation results in the next column. 

Since the simulation model is a stochastic model, its output is a random variable and 

therefore it has confidence intervals. From these figures, it can be concluded that the 

simulation model is behaving like the real system.  
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In addition, the simulation model was validated by taking into account all key output metrics 

for all specialties. For example, the validation results for the output metrics of the trauma & 

orthopaedics outpatient specialty (see Table 8.8) and inpatient specialty (see Table 8.9).  

 

Table 8.7: Validation of the simulation model 

Output parameters Data 
Simulation results  
(95% LCI, UCI) 

Deviation Percentage (%) 

Demand coverage ratio (%) 99.71% 
99.68%  

(99.38%, 99.98%) 
-0.03%  

(-0.33, 0.27) 
-0.03%  

(-0.33%, 0.27%) 

Bed occupancy rate (%) 71.96% 
73.15%  

(70.91%, 75.43%) 
1.19%  

(-1.05, 3.47) 
1.65%  

(1.46%, 4.82%) 

Total revenue (£) £162.80m 
£161.19m  

(£159.40m, £162.98m) 
-1.61m  

(-3.40m, 0.18m) 
-0.99%  

(-2.09%, 0.11%) 
LCI: Lower value of confidence interval, UCI: Upper value of confidence interval 

 

 

Table 8.8: The validation results for the output parameters of the trauma & orthopaedics outpatient specialty 

Output parameters Simulation Actual Differences Percentages (%) 

Total first attendance 
10643  

(10568, 10717) 
10601 

42  

(-33, 116) 

0.40  

(-0.31, 1.09) 

Total follow up attendance 
21025  

(20710, 21340) 
20758 

267  

(-48, 582) 

1.29  

(-0.23, 2.80) 

Total DNAs 
2990  

(2861, 3118) 
3088 

-98  

(-227, 30) 

-3.17  

(-7.35, 0.97) 

Total cancellation 
9103  

(8896, 9310) 
8916 

187  

(-20, 394) 

2.10  

(-0.22, 4.42) 

First to follow up ratio 
1.98  

(1.95, 2.00) 
1.96 

0.02  

(-0.01, 0.04) 

1.02  

(-0.51, 2.04) 

Total number of clinic 

attendance 

31668  

(31317, 32018) 
31359 

309  

(-42, 659) 

0.99  

(-0.13, 2.10) 

Clinic utilization (%) 
86.29  

(85.33, 87.24) 
85.45 

0.84  

(-0.12, 1.79) 

0.98  

(-0.14, 2.09) 

Consultant hours (hours) 
16389  

(16169, 16608) 
16268 

121  

(-99, 340) 

0.74  

(-0.61, 2.09) 

Total revenue (£) 
4.028m  

(3.991m, 4.066m) 
4.014m 

0.014m  

(-0.023m, 0.052m) 

0.35  

(-0.57, 1.30) 

   DNA: Did not attend 

 

 

 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

134 
 

Table 8.9: The validation results for the output parameters of the trauma & orthopaedics inpatient specialty 

Output parameters Simulation Actual Differences Percentages (%) 

Total elective admission 
3246  

(3159, 3332) 
3179 

67  

(-20, 153) 

2.11  

(-0.63, 4.81) 

Total non-elective admission 
1515  

(1486, 1544) 
1526 

-11  

(-40, 18) 

-0.72  

(-2.62, 1.18) 

Total elective theatre 

procedure 

3018  

(2935, 3102) 
2956 

62  

(-21, 146) 

2.10  

(-0.71, 4.94) 

Total non-elective theatre 

procedure 

1364  

(1337, 1390) 
1373 

-9  

(-36, 17) 

-0.66  

(-2.62, 1.24) 

Elective theatre utilization 

rate (%) 

37.62  

(36.59, 38.65) 
36.84 

0.78  

(-0.25, 1.81) 

2.12  

(-0.68, 4.91) 

Non-elective theatre 

utilization rate (%) 

45.28  

(44.41, 46.14) 
45.59 

-0.31  

(-1.18, 0.55) 

-0.68  

(-2.59, 1.21) 

Bed occupancy rate (%) 
73.96  

(72.77, 75.13) 
73.91 

0.05  

(-1.14, 1.22) 

0.07  

(-1.54, 1.65) 

Required number of bed 
52  

(51, 53) 
52 

0  

(1, 2) 

0.00  

(-1.92, 3.85) 

Consultant time (hour) 
4786  

(4455, 5117) 
5065 

-279  

(-610, 52) 

-5.51  

(-12.04, 1.03) 

A&E to inpatient 

conversation rate (%) 

1.69  

(1.56, 1.82) 
1.79 

-0.10  

(-0.23, 0.03) 

-5.03  

(-12.85, 1.68) 

Total revenue (£) 
18.229m  

(18.051m, 18.408m) 
18.081m 

0.148m  

(-0.030m, 0.327m) 

1.12  

(-0.17, 0.18) 

DNA: Did not attend 

 

8.8 Experimental design and scenario analysis 

 

The whole hospital simulation model has many inputs and outputs and therefore it was 

difficult to design the experiments. Discussions with the hospital management made it clear 

that the hospital is expecting the number of patients to increase in the upcoming years, and 

in return the management wants to know its effects. Therefore, it was decided to investigate 

the effects of increase in patient demand on revenue and level of service provision. Level of 

service provision is measured by two metrics, DCR and BOR. The two metrics are 

interrelated however: the first shows how successful the hospital is in providing healthcare 

to its surrounding population, and the second shows the success of hospital management in 

managing its bed capacity. The revenue, on the other hand, is a function of patient mix and 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

135 
 

number of patients. The increase in numbers does not necessarily mean an increase in 

revenue since different tariffs are applied to patients. 

As a reply to the hospital management’s concerns on increase in demand, 16 scenarios were 

built to investigate the effects of increase in arrivals at three levels. Four factors were taken 

into account; A&E arrivals (A), elective inpatient arrivals (B), non-elective inpatient arrivals 

(C), and outpatient clinic arrivals (D). For each factor, 5% and 10% increases, which created 

24=16 experiments, are applied. The two-factor experiment is essential to understand the 

interaction effects between the factors and convenient for exploration purposes. In addition 

to the two-factor analysis, 2 additional scenarios were tested to better understand the effects 

of 15% and 20% increase in inpatient demand when there is 10% increase in the A&E 

department and outpatients. The simulation model was run for 10 replications with 5-months 

warm up period and the results are shown in Table 8.10.  
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Table 8.10: The all outputs of the A&E department and a single specialty along with outpatient and inpatient 
services 

Output Results 

A&E department 

Output parameters Simulation results 

Total number of admitted patients 82340 (81926, 82754) 

Demand Coverage Ratio (%) 99.95 (99.43, 100.00) 

Bed occupancy rates (%) 70.34 (70.02, 70.67) 

Consultant Hours (hours) 87880 (86907, 88843) 

Nurse Hours (hours) 165380 (162133, 168664) 

Total Revenue (£) 10.21m (10.05m, 10.37m) 

Outpatient service 

Output parameters Simulation results 

Total first attendance 10404 (10360, 10448) 

Total follow up attendance 23721 (23526, 23915) 

Total DNAs 3256 (3226, 3285) 

Total cancellation 9782 (9724, 9841) 

First to follow up ratio 2.28 (2.26, 2.29) 

Total number of clinic attendance 34125 (33904, 34345) 

Clinic utilization (%) 92.98 (92.38, 93.58) 

Consultant hours (hours) 17200 (17187, 17211) 

Total revenue (£) 3.706m (3.685m, 3.727m) 

Inpatient service 

Output parameters Simulation results 

Total elective admission 3762 (3730, 3794) 

Total non-elective admission 1421 (1369, 1447) 

Total elective theatre procedure 3499 (3469, 3529) 

Total non-elective theatre procedure 1279 (1254, 1304) 

Elective theatre utilization rate (%) 43.61 (43.23, 43.98) 

Non-elective theatre utilization rate (%) 42.48 (41.63, 43.31) 

Bed occupancy rate (%) 76.60 (75.06, 78.14) 

Required number of bed 54 (53, 55) 

Consultant time (hour) 5500 (5423, 5566) 

A&E to inpatient conversation rate (%) 1.59 (1.56, 1.62) 

Total revenue (£) 18.781m (18.636m, 18.925m) 
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8.9 Results and Discussion 

 

As the management of a typical hospital is interested in investigating the effects of an 

increase in patient demand on DCR, BOR, and revenue, the experiments were designed 

accordingly. Although, the DSS proposed in this study is able to answer many other 

questions, such as the number of beds configuration, increases in patient demand scenarios 

were focused on. The structure of the scenarios, experimental design and responses for key 

output metrics (total revenue, DCR and BOR) are given in Table 8.11 and in Figure 8.5. The 

Baseline model is established using predicted hospital demands as input into the simulation 

model. According to the baseline model, approximately £164 million revenue is expected 

from patient care with 97.20% DCR and around 75% BOR in next year. The model predicts 

that the hospital will not be able to meet 3% of all demand. The reasons for not meeting the 

3% demand will be clearly understood when the DCR's of each specialty are examined, and 

the lack of resources here will be comprehended. At this point, available clinic slots in some 

outpatient specialties will be insufficient and then the clinic utilization of those outpatient 

specialties will be at maximum level (100%). In addition, the number of beds in some 

inpatient specialties will be inadequate even if the bed occupancy rate of the hospital is less 

than 100% so that further investigation reveals that there exists a bed reallocation problem 

as seen in Table 8.12. 
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Table 8.11: Experimental design and results of the analysis at 95% confidence interval 

Experiments 
Factors Outputs 

A&E IE INE O 
Total revenue 

(million £) 
Demand coverage 

ratio (%) 
Bed occupancy 

rates (%) 
Baseline model 
(forecasting) 

0 0 0 0 
164.37m 

(162.55m, 166.19m) 
97.20 

(96.83, 97.57) 
74.97 

(72.72, 77.22) 

Levels 

E1 5 5 5 5 
171.30m 

(169.40m, 173.20m) 
96.11 

(95.75, 96.47) 
78.07 

(75.73, 80.41) 

E2 5 5 5 10 
172.39m 

(170.48m, 174.30m) 
95.17 

(94.81, 95.53) 
78.05 

(75.71, 80.39) 

E3 5 5 10 5 
172.77m 

(170.85m, 174.69m) 
95.97 

(95.62, 96.31) 
79.29 

(76.91, 81.67) 

E4 5 5 10 10 
173.95m 

(172.02m, 175.88m) 
95.17 

(94.85, 95.49) 
79.30 

(76.92, 81.70) 

E5 5 10 5 5 
173.25m 

(171.33m, 175.17m) 
96.18 

(95.84, 96.52) 
78.37 

(76.41, 80.33) 

E6 5 10 5 10 
174.52m 

(172.58m, 176.46m) 
95.22 

(94.88, 95.56) 
78.36 

(75.85, 80.87) 

E7 5 10 10 5 
174.73m 

(172.79m, 176.67m) 
96.05 

(95.69, 96.41) 
79.54 

(77.15, 81.93) 

E8 5 10 10 10 
175.92m 

(173.97m, 177.87m) 
95.14 

(94.80, 95.48) 
79.60 

(77.21, 81.99) 

E9 10 5 5 5 
173.67m 

(171.74m, 175.60m) 
95.96 

(95.60, 96.32) 
80.02 

(77.62, 82.42) 

E10 10 5 5 10 
174.75m 

(172.81m, 176.69m) 
95.06 

(94.72, 95.40) 
80.04 

(77.64, 82.44) 

E11 10 5 10 5 
175.13m 

(173.19m, 177.07m) 
95.81 

(95.44, 96.18) 
81.36 

(78.92, 83.80) 

E12 10 5 10 10 
176.27m 

(174.31m, 178.23m) 
94.91 

(94.59, 95.23) 
81.20 

(78.76, 83.64) 

E13 10 10 5 5 
175.55m 

(173.60m, 177.50m) 
95.98 

(95.64, 96.32) 
80.20 

(77.79, 82.61) 

E14 10 10 5 10 
176.79m 

(174.83m, 178.75m) 
95.17 

(94.82, 95.52) 
80.25 

(77.84, 82.66) 

E15 10 10 10 5 
177.03m 

(175.06m, 179.00m) 
95.98 

(95.67, 96.29) 
81.41 

(78.97, 83.85) 

E16 10 10 10 10 
178.25m 

(176.21m, 180.23m) 
95.04 

(94.72, 95.36) 
81.43 

(78.99, 83.87) 

E17 10 15 15 10 
181.75m 

(179.73m, 183.77m) 
94.83 

(94.48, 95.18) 
83.26 

(80.76, 85.76) 

E18 10 20 20 10 
185.15m 

(183.09m, 187.21m) 
94.73 

(94.44, 95.02) 
84.83 

(82.29, 87.37) 
A&E: Accident and emergency department, E: Experiment, IE: Inpatient elective, INE: Inpatient non-elective 
and O: Outpatient 
 

The study revealed a reallocation problem/opportunity regarding the available number of 

beds in the hospital. It was considered as a further study; thus, we integrated the optimization 

modelling with the generic hospital simulation model and forecasting. The objective is to 

optimally reallocate the available number of beds by taking into account a number of 

constraints related to the hospital. 
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Table 8.12: Number of beds and bed occupancy rates for the projected year (i.e. baseline model) 

Specialty Number of beds Bed occupancy rate (%) 

General surgery 88 56.07 (54.48, 57.65) 

Trauma & orthopaedics 59 76.60 (75.06, 78.14) 

General medicine 85 106.75 (105.71, 107.78) 

Cardiology 25 97.23 (94.63, 99.82) 

Paediatrics 16 116.55 (111.49, 121.60) 

Geriatric medicine 111 126.90 (125.33, 128.46) 

Obstetrics 41 78.28 (77.67, 78.87) 

Gynaecology 41 31.54 (30.88, 32.19) 

Others 91 16.70 (16.17, 17.23) 

 

The hospital solves the overcapacity problems experienced in a few inpatient specialties by 

transferring patients of fully occupied inpatient specialties to beds of an unoccupied one. In 

the case of a 10% demand increase, the bed occupancy rate will be under the target level of 

85%. Experiments 17 and 18 clearly showed that the hospital has the capacity to admit 10% 

more patients to beds and thus, it could increase revenue. One would expect the DCR to 

increase (due to availability of beds), however a decrease in this instance means that the beds 

are not allocated efficiently (as it is occupied less than 85% of the time).  

 

 

Figure 8.5: Graph of the experimental analysis based on key output metrics 
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8.9.1 Demand Coverage Ratio 

 

Normal plots of the effects for key output metrics are shown in Figure 8.6 as experimental 

analysis results. In a normal plot of the effects, the further that a factor is away from the line, 

the greater its effect. The effects, which are located along the line are insignificant 

(Montgomery, 2013).  

Factors which affect the demand coverage ratio are the main effects of outpatient (D), A&E 

(A) and non-elective admissions (C) (in order of the effects). Outpatient arrivals are the most 

important hospital demand affecting the DCR. It is understood that the available capacity of 

outpatient specialties will not be able to meet the possible unexpected demand increase so 

that the DCR decreases as the outpatient attendances increase. This result also shows that 

DCR is significantly affected by the first point of patient contact with hospitals, which is 

outpatient clinics. 

 

8.9.2 Bed Occupancy Rate 
 

Factors which affect the bed occupancy rate are the main effects of A, C and B (in order of 

the effects). The effect of outpatient attendances is negligible on the bed occupancy rate. 

BOR is most affected from patients admitted via the A&E department. Non-elective 

admissions are more important than elective admissions in the increase of BOR when we 

investigated the types of inpatient arrivals. In conclusion, BOR is most influenced by the 

changes in number of emergency patient arrivals (A&E and non-elective).  

 

8.9.3 Total Revenue 
 

Factors which affect the total revenue are the main effects of A, B, C and D, and the B-D 

interaction (in order of the effects). The fluctuations on total revenue are most affected by 

the number of patients admitted in the A&E and indirectly non-elective admissions (via A&E 

department). The effects of inpatient admissions (i.e. elective and non-elective) are larger 

than the effect of outpatient attendances on total revenue although the number of inpatient 

admissions is not as high as the number of outpatient attendances. That is why revenue items 

on inpatient admissions (particularly non-elective) are high. 
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Figure 8.6: Normal plots of the effects in the experimental analysis for each output metric 
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8.10 Summary 

 

In this chapter, the verified conceptualized pathway of the hospital is explained. The input 

parameters derived from the HES dataset, local data and literature are described as follows: 

patient inputs (e.g. forecasted demand), physical inputs (e.g. triage room, clinic room and 

number of beds), financial inputs (e.g. HRG tariff codes), other inputs (e.g. distributions) 

and theatre inputs (annual theatre capacity). This chapter also described the entire hospital 

simulation model along with all the model parameters entered into the Simul8 model 

(including replication number and warm up period). All key output metrics are listed and 

explained in detail. The structure of the experimental design (i.e. what-if analysis) is 

explained and the results for each key output metric are clarified. This chapter clearly show 

that inpatient beds were not optimally allocated for each specialty. In addition, the key 

findings also revealed the important factors that affects key output metrics (i.e. total revenue, 

demand coverage ratio and bed occupancy rate). The next chapter develops a hybrid 

framework integrating three distinct methodologies (i.e. forecasting, simulation and 

optimization) to reallocate beds and optimize staffing levels in the inpatient services of the 

hospital. 
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CHAPTER 9 
 

Reallocating beds and optimizing staffing 

levels for balancing demand and capacity: 

A hybrid framework for forecasting-

simulation-optimization (FSO approach) 

 

 

 

 

9.1 Introduction 

 

In this chapter, a hybrid framework for forecasting-simulation-optimization (FSO approach) 

to reallocate the available beds and optimize the staffing levels for balancing demand and 

capacity of the Princess Alexandra Hospital is presented. In Section 9.2, the proposed 

forecasting-simulation-optimization (FSO) approach is explained. Section 9.2.1 presents the 

parameters and decision variables. Section 9.2.2 states the objective function and constraints. 

Section 9.2.3 gives all inputs. Section 9.2.4 discusses the results and describes the sensitivity 

analysis based on the unexpected demand increases. 

 

9.2 Forecasting-Simulation-Optimization (FSO) approach 

 

In this study, a decision support system (DSS) named as FSO approach is developed by 

combining comparative forecasting techniques, discrete event simulation and optimization 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

144 
 

(i.e. integer linear programming). The goal is to reallocate the available beds and optimize 

staffing levels of inpatient services at The Princess Alexandra Hospital. The structure of the 

DSS is presented as a flow diagram which shows how three distinct techniques are combined 

in Figure 3.3 (see Chapter 3 for details).  

The first component of the proposed methodology establishes the best forecasting method 

to capture demand for inpatient specialties (see Chapter 7 for details). The second component 

of the DSS develops the entire hospital simulation model taking into account all the 

specialties (i.e. A&E, outpatient and inpatient services) and interactions to capture the 

stochastic behaviour of the hospital (see Chapter 8 for details). Finally, the third component 

develops an integer linear programming (combining the first two components) to reallocate 

the available number of beds and optimize the staffing levels. The outputs from the 

forecasting and simulation are used as inputs in the optimization model. The desired values 

of the decision variables are obtained by maximizing the number of admitted patients 

(throughput) under a number of constraints.  

The literature around developing models for healthcare providers is rich and vast. Many 

simulation-optimisation methods have been developed with the aim of determining optimal 

solutions for their decision variables (e.g. number of operating rooms and beds or staffing 

cost). The past and current models in the literature typically maximized number of 

admissions and financial outputs, or minimized length of stay, waiting time and costs in 

healthcare settings. In the majority of instances these models have focused on modelling a 

service, department or a specialty, however no models have tackled current and future bed 

occupancy (and other key metrics of interest) at the entire hospital level. A model for a single 

service (or few) would not be inadequate to determine the required capacity for all specialties 

within a hospital. 

A comprehensive entire hospital modelling framework is necessary that combines all the 

specialties and services within a single decision support system (DSS). No model so far has 

ever been developed at this scale, such that it is able to, 1) forecast demand for all specialties 

within inpatient, outpatient and A&E, 2) capture the entire hospital patient pathway at a 

sufficient level of detail, and 3) optimise the required bed capacity and the required number 

of consultants and nurses.  

Such a DSS is able to answer many key questions beyond capacity requirements. For 

example, a hospital may experience a sharp increase in activity, possibly due to severe 
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weather conditions, or a general trend. The forecasts will generate the expected activity to 

be integrated into the simulation model, whereas the simulation will capture all the 

uncertainties around the dynamics of the hospital, ranging from time related activities (e.g. 

length of stay, waiting times, and treatment duration) to hospital finances (revenue, cost and 

surplus), with the aim of testing wide range of scenarios around impact of change. The 

simulation has limitations around establishing the optimal capacity requirements. This is 

where the optimisation becomes a great tool to estimate the exact bed requirements (along 

with consultant and nurse hours) subject to constraints (e.g. targeted bed occupancy rate).  

In conclusion, the main contribution of this study is the development of a hybrid modelling 

framework integrating three distinct methodologies as explained above. The study therefore 

fills a huge gap in the literature in the field of healthcare modelling for better planning of 

hospital resources. The details of the proposed methodology are explained below. 

 

9.2.1 Parameters and decision variables 

 

The set of inpatient specialties that serve wards for patients consists of general surgery, 

trauma & orthopaedics, general medicine, cardiology, paediatrics, geriatric medicine, 

obstetrics, gynaecology, and others which includes all specialties with less than 1% total 

patient activity in the hospital. The parameters of the integer linear programming are 

explained as follows. 

 

9.2.1.1. Parameters 

 

NDPs: Number of discharged patients at specialty s, 

BOR: Bed occupancy rate (assumed to be annual bed occupancy rate of the hospital) 

TARGET: Target level of bed occupancy rate (assumed to be 85% according to the 

literature), 

NBs: The number of available beds at specialty s, 

BEDS: The total number of available beds, 

NDEPs: Number of discharged elective patients at specialty s, 

NAEPs: Number of forecasted admitted elective patients at specialty s (assumed to be 

forecasted bed demand of the hospital), 

NEs: Number of non-elective patients at specialty s, 
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NONELECTIVEs: Number of forecasted non-elective patients at specialty s (assumed to be 

forecasted bed demand of the hospital for non-elective patients), 

INCOME: Total income from patient care, 

COST: Total staffing costs, 

NPRs: Nurse to patient ratio at specialty s, 

CHs: Consultant hours at specialty s (assumed to be the consultation time served by total 

number of consultants), 

CTs: Consultation times at specialty s (assumed to be the consultation time required by 

patients). 

The bed occupancy rate of the hospitals is measured by the NHS Trusts in the UK on a 

regular basis as a key output metric of their inpatient services. For this, NHS Trusts use Eq. 

(9.1), a ratio that divides the number of hospital beds occupied by the total number of 

available hospital beds in a period (Harper and Shahani, 2002). 

 

     
   (%) 100

          

The number of occupied bed days
Bed Occupancy Rate

Total number of beds Number of days in the period

 
   

           (9.1) 

 

In the UK a full time equivalent (FTE) is 37.5 hours per week, which equates to 1950 hours 

in a year (NHS improvement, 2017). Consultant hours are calculated by multiplying annual 

working time based on 1.0 FTE with the total number of consultants at the related specialty. 

According to experts, a consultant on average spends around 20 minutes per day per patient. 

Consultation times are calculated by multiplying the time for care (i.e. 20 minutes) with total 

length of stay (as specified in Eq. (9.2)).  

1 1

 ( ) ( )
j je ne

j ij ij ij ij
i i

Consultation Time T NAEP EALoS NANEP NEALoS
 

 
      

 
           (9.2) 

where ej: Total number of admissions at inpatient elective specialty j; EALoSij: Length of 

stay of elective patient i at specialty j; NAEPij: Number of admitted elective patient i at 

specialty j; NANEPij: Number of non-elective patient i at specialty j; nej: Total number of 

admissions at inpatient non-elective specialty j; NEALoSij: Length of stay of non-elective 

patient i at specialty j; T: Average time for patient care by consultant. 
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According to the report published by the National Institute for Health and Care Excellence 

(2014), a nurse should not be liable to more than 8 patients, otherwise, the risk of harm is 

increased for nurses (NICE, 2014). The quality of service significantly decreases when a 

nurse is responsible for more than 8 patients (Griffiths et al., 2017). Therefore, nurse to 

patient ratio is considered as a nurse care with a maximum of 8 patients per shift in a day. 

Total revenue from an inpatient specialty is calculated by multiplying the number of patients 

with the average revenue per patient (an output from the simulation model). The formula is 

shown in Eq. (9.3). 

   
1 1

 Re  (£)
e nes s

j j j j
j j

Total venue EAR ENP NEAR NENP
 

                    (9.3) 

where EARj: average revenue at elective specialty j; ENPj: Number of patients at elective 

specialty j; NEARj: average revenue at non-elective specialty j; NENPj: number of patients 

at non-elective specialty j; se: Total number of inpatient elective specialty; sne: Total number 

of inpatient non-elective specialty. 

Total costs are from the staffing costs of all related inpatient specialties as shown in Eq. 

(9.4). The average annual earnings of consultants and nurses are taken into account in the 

calculation of staffing costs. 

1 1

  (£)
s s

j j
j j

Total Cost AEC NC AEN NN
 

                  (9.4) 

where AEC: Annual average earnings of consultants; AEN: Annual average earnings of 

nurses; NCj: number of consultant at specialty j; NNj: Number of nurses at specialty j; s: 

Total number of inpatient specialty. 

 

9.2.1.2. Decision variables 

 

The decision variables of the integer linear programming are explained as follows. 

DEs: Number of discharged elective patients at specialty s, 

DNEs: Number of discharged non-elective patients at specialty s, 

NBs: Required number of beds at specialty s, 

NNs: Required number of nurses at specialty s, 

NCs: Required number of consultants at specialty s. 
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9.2.2 Objective function and constraints 

 

The objective function and constraints are explained as follows. 

 

s

i=1

 ,      s SsMax NDP                   (9.5) 

 

 :Subject to  

 

,      s SsBOR TARGET                   (9.6) 

s
s S

NB BEDS


                  (9.7) 

,      s Ss sNDEP NAEP                   (9.8) 

,      s sNE NONELECTIVE s S                            (9.9)

INCOME COST                (9.10) 

8,      sNPR s S                  (9.11) 

,      s sCH CT s S                 (9.12) 

,  ,  ,  ,  ,      s s s s sDE DNE NB N C Z s S               (9.13) 

 

The objective function (9.5) maximizes the number of discharged patients (throughput). 

Constraint (9.6) ensures that bed occupancy rate of each specialty does not exceed the target 

level of 85%. Constraint (9.7) allocates the bed capacity (total number of available beds). 

Constraint (9.8) denotes that the number of discharged elective patients does not exceed the 

number of admitted elective patients. Constraint (9.9) ensures that each non-elective patient 

is admitted to the hospital and stays in a bed. Constraint (9.10) ensures that the total income 

from patient care must be more than or equal to the total costs. Constraint (9.11) indicates 

that each nurse must not care for no more than a maximum of eight patients. Constraint 

(9.12) ensures that the total consultation time served by total number of consultants must be 

more than the total consultation time needed by patients. Constraint (9.13) denotes that all 

decision variables must be positive integer. An extensive version of the integer linear model 

adapted for the LINGO software is given in Appendix 44. 

 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

149 
 

The optimization model we developed is generally a model that has been adapted from the 

literature. However, we take into account some new constraints (i.e. 9.6, 9.11, 9.12). On the 

other hand, the objective function is a used objective function in literature before. Also, we 

can see similar constraints with 9.7, 9.8, 9.9, 9.10, 9.13 in literature. 

 

9.2.3 Inputs 

 

The inputs for the FSO approach are provided by four types of resources: Local data, 

forecasting, simulation and literature (see Table 9.1). At present there are 557 beds at PAH 

(see Table 9.2 for a breakdown of beds by specialty). Financial inputs, target level of bed 

occupancy rate and nurse to patient ratio are obtained from the literature. The bed occupancy 

rate in the UK hospitals must not exceed the target level of 85% (Royal College of 

Psychiatrists, 2015). In addition, the financial inputs (e.g. the average annual earnings of 

consultants and nurses) are obtained from the NHS Digital (2014). Another important input 

from the literature is the nurse to patient ratio. Therefore, nurse to patient ratio of eight is 

included in the model as a constraint.  

 

Table 9.1: Inputs of FSO approach 

Inputs LD F S L 

Target level of bed occupancy rate    X 

Total number of beds X    

Average length of stay for elective patients at s. specialty   X  

Average length of stay for non-elective patients at s. specialty   X  

Number of admitted elective patients at s. specialty  X   

Number of admitted non-elective patients at s. specialty  X   

Average annual earning of consultant    X 

Average annual earning of nurse    X 

Average income for elective patients at s. specialty   X  

Average income for non-elective patients at s. specialty   X  

Nurse to patient ratio    X 

                   F: Forecasting, L: Literature, LD: Local data, S: Simulation 

 

The demand for each specialty is estimated using the comparative forecasting methods. 

Average length of stay and average revenue are inputs generated by the generic hospital 
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simulation model. In the simulation model, a diagnostics code is assigned to each patient, 

derived from the HES dataset using the observed frequency distributions. According to the 

diagnostic codes based on type of specialty and age groups, we took into account different 

HRG tariffs depending on length of stay of patients. Thus, the simulation model calculates 

the average revenue for each specialty. The integer linear model is then embedded by using 

these stochastic inputs (i.e. average length of stay and revenue) to reflect reality of the 

hospital. Values of all input parameters are given in Table 9.2. 

 

Table 9.2: Input values of the FSO approach 

Specialty Elective Non-elective 

Code Name ENB ALoS (day) NAP AI (£) ALoS (day) NAP AI (£) 

1 General surgery 85 1.04 3468 1282 4.09 3660 2080 

2 Trauma & Orthopaedics 59 1.67 3276 3034 5.90 1536 3459 

3 General Medicine 88 0.33 1469 1486 3.90 9004 2110 

4 Cardiology 25 0.73 972 2117 7.15 1224 2383 

5 Paediatrics 16 0.96 264 1568 1.42 2196 1038 

6 Gynaecology 41 0.60 1553 1224 1.64 2147 1386 

7 Others 91 0.77 372 784 3.99 732 1629 

8 Geriatric Medicine 111 - - - 6.03 7692 2280 

9 Obstetrics 41 - - - 1.94 7320 1636 

AI: Average income, ALoS: Average length of stay, ENB: Existing number of beds, NAP: Number of admitted 
patients 
 

9.2.4 Results and discussion 
 

We developed a hybrid framework integrating three distinct methodologies to determine the 

required level of resources of a mid-size hospital inpatient services in England. Demand is 

forecasted for each specialty as inputs for both the simulation and optimization models. A 

generic hospital simulation model is developed to capture the key performance metrics (i.e. 

average length of stay and revenue) by tackling stochastic behaviour of the hospital 

(including patients, human resources, beds, treatment procedures, etc.). An integer linear 

model is integrated with forecasting and discrete event simulation to reallocate the existing 

number of beds and optimize the staffing levels. The developed integer linear model is 

solved using LINGO 17.0 software. 
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9.2.4.1 Reallocated number of beds 

 

Table 9.3 illustrates the number of discharged elective and non-elective patients, bed 

occupancy rate (%), the reallocated number of beds and the number of human resources 

required to meet all demands for each specialty. Bed occupancy rates of all the inpatient 

specialties are less than the target level of 85%. A total of 486 beds is adequate for the 

hospital to ensure the hospital is within the recommended BOR.  

 

Table 9.3: The results of the FSO approach for the base model 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3468 3660 84.82 60 4 20 

2 Trauma & Orthopaedics 3276 1536 84.72 47 3 15 

3 General Medicine 1469 9004 84.81 115 7 37 

4 Cardiology 972 1224 83.62 31 2 10 

5 Paediatrics 264 2196 83.98 11 1 4 

6 Gynaecology 1553 2147 81.33 15 1 5 

7 Others 372 732 79.88 11 1 4 

8 Geriatric Medicine - 7692 84.72 150 8 48 

9 Obstetrics - 7320 84.58 46 3 15 

Total 11374 35511 - 486 30 158 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

Figure 9.1 illustrates a comparison of FSO results with the current situations. According to 

the results, there are significant differences between the proposed number of beds and 

current number of beds in a few specialties. Unfortunately, many beds in a number of 

specialties are idle while some specialties run in overcapacity. For example, the general 

surgery inpatient specialty requires only 60 beds, however it currently has 88 beds. 

Incredible number of idle beds are determined to be available in other specialties. On the 

other hand, the geriatric medicine inpatient specialty works under severe demand pressure 

in terms of available beds, and the bed occupancy rate decreases from 127% to 85% when 

the required number of beds is increased by 39 beds. In conclusion, the following specialties 

have idle beds: general surgery (with 28 beds), trauma & orthopaedics (12 beds), paediatrics 

(5 beds), gynaecology (26 beds) and others (80 beds). The remaining specialties require 

additional beds to cope with the overcapacity, for example, general medicine (by 30 beds), 

cardiology (6 beds), geriatric medicine (39 beds) and obstetrics (5 beds). 
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Figure 9.1: Comparison of results with the current situation. Specialties are 1) General surgery, 2) Trauma & 

orthopaedics, 3) General medicine, 4) Cardiology, 5) Paediatrics, 6) Geriatric medicine, 7) Obstetrics, 8) 
Gynaecology and 9) Others 

 

9.2.4.2 Sensitivity analysis 

 

A sensitivity analysis is carried out increasing the forecasted demand (i.e. above the base 

model). The sensitivity analysis consists of 20 experiments where demand is cumulatively 

increased by 1%, for example, the demand increased by 1% based on forecasted demand in 

the first experiment, and 2%-increase on demand is used as input in the second experiment 

etc. (see Table 9.4). We tested the sensitivity of the developed model against the unexpected 

demand increases. We also calculated DCRs of the inpatient service for each experiment to 

better understand the performance of the hospital wards. The results show that the hospital 

wards will be able to cope up to 14% demand increase at most within the forecasted year 

(see Table 9.4 and Figure 9.2). That is why DCR rates (i.e. Experiments 1 to 14) are 100%, 

meaning that the related inpatient specialties are able to discharge all patient demands with 

their available resources. In addition, BOR is less than 85% meaning the wards are able to 

operate within the recommended level. More than 14% demand increase will force the 

hospital to reject or transfer patients to other hospitals, whereas the bed occupancy rate will 

remain around the desired level. The demand coverage ratio reduces according to the 

increasing demand. For example, in Experiment 20, DCR is below 100% (i.e. approximately 

91%). This means that the inpatient specialties were unable to cope with all demand, thus 

need additional resources to treat the remaining 9%. All results of the experiments for the 

sensitivity analysis are given in Appendix 45 to 64. 
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Table 9.4: The results of the sensitivity analysis 

Experiments DCR BOR Number of Beds Number of Consultants Number of Nurses 

Base Model 100.00 73.68 486 30 158 

Experiment 1 100.00 74.42 491 31 160 

Experiment 2 100.00 75.16 498 31 161 

Experiment 3 100.00 75.90 502 31 164 

Experiment 4 100.00 76.63 506 31 165 

Experiment 5 100.00 77.37 512 31 167 

Experiment 6 100.00 78.11 516 31 167 

Experiment 7 100.00 78.84 521 31 168 

Experiment 8 100.00 79.58 525 31 170 

Experiment 9 100.00 80.32 531 31 170 

Experiment 10 100.00 81.05 535 31 174 

Experiment 11 100.00 81.79 540 31 175 

Experiment 12 100.00 82.53 547 32 176 

Experiment 13 100.00 83.26 549 32 177 

Experiment 14 100.00 84.00 555 33 180 

Experiment 15 99.33 84.60 557 33 180 

Experiment 16 97.77 84.66 557 33 183 

Experiment 17 96.56 84.69 557 33 184 

Experiment 18 94.72 84.76 557 33 185 

Experiment 19 93.42 84.83 557 33 186 

Experiment 20 91.35 84.85 557 33 187 

DCR: Demand coverage ratio, BOR: Bed occupancy rate 

 

 
Figure 9.2: Graph of the analysis results with DCR, BOR and total number of beds 
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9.2.4.3 A comparison of three approaches for reallocation of bed capacity 

 

We compared the results from the FSO approach with the results of forecasting-simulation 

and forecasting optimization models. Forecasting-simulation model is developed integrating 

generic hospital simulation model with the comparative forecasting. Forecasting-

optimization model includes the forecasted demands and the integer linear programming, 

which uses the average length of stay and revenue derived from historical data instead of 

using outputs from the hospital simulation model. Table 9.5 shows the existing number of 

beds and the reallocated number of beds based on three methodological approaches. 

“Decisions” column is intended to help key decision makers in the hospital to determine the 

ideal number of beds in each specialty. The hospital management can decide on the required 

number of beds depending on budgeting constraints. For example, they can select the 

minimum number of beds if they prefer to decrease costs (i.e. holding cost) or do not have 

the available spaces in the wards. They can choose the maximum number of beds if they 

want to avoid the risk of operating under intense pressure due to increasing demand 

(particularly during the winter period). 

 

Table 9.5: A comparison of three approaches (i.e. FS, FO and FSO) for the base model 

Code Name ENB Methods Decisions 

FS FO FSO Minimum Maximum Average 

1 General surgery 85 59 60 60 59 60 60 

2 Trauma & Orthopaedics 59 50 50 47 47 50 49 

3 General Medicine 88 114 111 115 111 115 113 

4 Cardiology 25 31 30 31 30 31 31 

5 Paediatrics 16 11 27 11 11 27 16 

6 Gynaecology 41 14 17 15 14 17 15 

7 Others 91 19 11 11 11 19 14 

8 Geriatric Medicine 111 146 154 150 146 154 150 

9 Obstetrics 41 51 43 46 43 51 47 

Total 557 495 503 486 486 503 495 

ENB: Existing number of beds, FS: Forecasting-simulation, FO: Forecasting-optimization, FSO: Forecasting-
simulation-optimization 
 

We notice that the findings in all three methods are in line with each other, with the exception 

of FO for “Paediatrics” and FS for “Other” specialties. FO model is not able to capture the 

stochastic nature of the hospital. The FS model is not able to benefit from the advantages of 
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a mathematical model (i.e. focusing on any specific objective, searching for optimal solution 

of decision variables under constraints). In this context, FSO model is able to include all of 

these advantages. Table 9.6 gives the average number of beds which is calculated dividing 

total required number of beds determined by three methods (i.e. FS, FO and FSO) by the 

number of methods (i.e. 3). In Table 9.6, the mean absolute errors (MAE) between the 

models and average number of beds are also presented. The lowest MAE based on the 

average number of beds are generated by the proposed method (i.e. FSO approach), again 

supporting the fact that the FSO is superior compared to FS and FO. 

 

Table 9.6: The mean absolute errors between the models and average number of beds for the base model 

Code Name FS FO FSO Average FS&A FO&A FSO&A 

1 General surgery 59 60 60 60 1 0 0 

2 Trauma & Orthopaedics 50 50 47 49 1 1 2 

3 General Medicine 114 111 115 113 1 2 2 

4 Cardiology 31 30 31 31 0 1 0 

5 Paediatrics 11 27 11 16 5 11 5 

6 Gynaecology 14 17 15 15 1 2 0 

7 Others 19 11 11 14 5 3 3 

8 Geriatric Medicine 146 154 150 150 4 4 0 

9 Obstetrics 51 43 46 47 4 4 1 

Mean Absolute Errors  2.44 3.11 1.44 
FS: Forecasting-simulation, FO: Forecasting-optimization, FSO: Forecasting-simulation-optimization, A: 
Average number of beds 
 

9.2.4.4 Optimized number of staff 

 

Figures 9.3 and 9.4 show the relationship between bed occupancy rate and total number of 

consultants, and bed occupancy rate and total number of nurses, respectively. According to 

the graphs, a minimum of 30 consultants and 158 nurses are needed to be able to operate 

effectively. These estimates are based on the assumption that a consultant or a nurse spends 

the entire workload treating patients (typically 1950 hours per year). This is a strong 

assumption and not realistic.  
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Figure 9.3: Graph of the analysis results with BOR and total number of consultants 

 

 
Figure 9.4: Graph of the analysis results with BOR and total number of nurses 

 

In the NHS, a full-time equivalent (FTE) is 37.5 hours per week (around 1950 hours per 

year) (NHS improvement, 2017). As seen in Table 9.3, the required number of consultants 

and nurses in all inpatient services, are determined by assuming that all staff are in full time 

employment (i.e. 1 FTE). However, consultants or nurses may choose to have a lower FTE 

rate instead of full time contracts, or the hospital management may employ on a different 

FTE rate. More importantly, staff do not spend all of 1950 hours per year treating patients.  

Therefore, the estimates in Table 9.3 (number of consultants and nurses) needs to be 

adjusted, 1) according to the percentage of their time spent on treating patients, and 2) 

various FTE employment contracts (for example, a hospital may have a combination of 

consultants, some working full time, some 0.5 FTE, etc.). In addition, consultants are 

typically employed in an inpatient service for a certain rate of their working hours and the 
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remaining part is consumed by consulting in an outpatient clinic, or vice versa. Considering 

these reasons, the inpatient specialties will require more than the number of consultants or 

nurses stated in Table 9.3. Therefore, we specified the number of staff working with different 

FTE rates (i.e. 1.0, 0.8, 0.5, and a case mix). A case mix includes 50% of consultants work 

with 1.0 FTE, 30% with 0.8 FTE, and the remaining with 0.5 FTE. We also considered the 

percentage of time a typical consultant or a nurse treats patients within their contractual 

hours, i.e. 20%, 40% and 60%. For example, 20% means that a consultant on average spends 

20% of his/her time treating patients, and the remaining time is allocated for other activities 

(i.e. writing reports, meetings, training, etc.). Let’s assume that consultants at PAH works 

with a case mix of FTE’s, and on average they spend 40% of their time treating patients.  

The inpatient services will need 109 consultants for the 8 specialties plus a group of “Other” 

specialties (see Table 9.7). Similar interpretations can be made for nurses in Table 9.8.  

 

Table 9.7: Number of consultants depending on different FTE ratios for the base model 

Specialty 
1.0 FTE 0.8 FTE 0.5 FTE Case Mix 

20% 40% 60% 20% 40% 60% 20% 40% 60% 20% 40% 60% 

General surgery 20 10 7 25 13 8 40 20 13 30 15 10 

Trauma & Orthopaedics 15 8 5 20 10 7 30 15 10 20 10 7 

General Medicine 35 18 12 45 23 15 70 35 23 45 23 15 

Cardiology 10 5 3 15 8 5 20 10 7 15 8 5 

Paediatrics 5 3 2 10 5 3 10 5 3 10 5 3 

Gynaecology 5 3 2 10 5 3 10 5 3 10 5 3 

Others 5 3 2 10 5 3 10 5 3 10 5 3 

Geriatric Medicine 40 20 13 50 25 17 80 40 27 55 28 18 

Obstetrics 15 8 5 20 10 7 30 15 10 20 10 7 

Total 150 78 51 205 104 68 300 150 99 215 109 71 

FTE: Full time equivalence, Case Mix is 50% with 1.0 FTE, 30% with 0.8 FTE, 20% with 0.5 FTE 
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Table 9.8: Number of nurses depending on different FTE ratios for the base model 

Specialty 
1.0 FTE 0.8 FTE 0.5 FTE Case Mix 

20% 40% 60% 20% 40% 60% 20% 40% 60% 20% 40% 60% 

General surgery 100 50 33 125 63 42 200 100 67 130 65 43 

Trauma & Orthopaedics 75 38 25 95 48 32 150 75 50 100 50 33 

General Medicine 185 93 62 235 118 78 370 185 123 240 120 80 

Cardiology 50 25 17 65 33 22 100 50 33 65 33 22 

Paediatrics 20 10 7 25 13 8 40 20 13 30 15 10 

Gynaecology 25 13 8 35 18 12 50 25 17 35 18 12 

Others 20 10 7 25 13 8 40 20 13 30 15 10 

Geriatric Medicine 240 120 80 300 150 100 480 240 160 310 155 103 

Obstetrics 75 38 25 95 48 32 150 75 50 100 50 33 

Total 790 397 264 1000 504 334 1580 790 526 1040 521 346 

FTE: Full time equivalence, Case Mix is 50% with 1.0 FTE, 30% with 0.8 FTE, 20% with 0.5 FTE 

 

9.3 Summary 

 

This chapter explained how the proposed FSO approach is developed by integrating three 

distinct methodologies. Parameters and decision variables of the developed integer linear 

model are described in greater detail. Relevant sources of the inputs are clarified: local data 

(i.e. existing number of beds), forecasting (i.e. demand), simulation (i.e. average length of 

stay and revenue) and literature (i.e. target level of bed occupancy rate, average annual 

earnings of consultants and nurses, nurse to patient ratio). All results are discussed including 

the sensitivity analysis based on various demand increases. The hospital is able to cope with 

a maximum of 14% demand increase, where BOR and DCR is around 85% and 100%, 

respectively.  

In addition, the required number of resources (number of beds, consultants and nurses) the 

hospital should have at its disposable are specified. The next chapter concludes the thesis 

and highlights future work. 
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CHAPTER 10 
 

Conclusion and Further Work 
 

 

 

 

10.1 Conclusion 

 

A day hardly ever passes in the UK without the NHS hitting the tabloids, with headlines 

such as “our NHS is dying”, “NHS in crisis”, “A&E patients hit by winter crisis”, “NHS cuts 

15000 beds in 6 years”, and “worst nurse shortage ever”. With ever increasing demand 

(mainly due to an ageing population), lack of resources and beds (due to severe financial 

cuts), coupled with the likely impact of Brexit on staffing within the NHS, means that we 

will continue seeing such headlines now and in the future.   

The increasing pressures on the healthcare system in the UK and other parts of the world are 

well documented. Widespread coverage from the media backed with findings from 

healthcare professionals and academics (using real life data) provides evidence of such 

cracks (the NHS is no different). Problems surrounding these pressures include budgeting 

constraints, increasing demand, disjointed care and lack of workforce. These pressures will 

not be resolved anytime soon, in fact it’s here to stay with us. Austerity in the UK will 

continue beyond 2020, and the impact of Brexit (with a no deal with the European Union) is 

likely to cause further disruptions to the UK economy, thus a knock-on effect on all public 

services (including healthcare).  

Key decision makers are very well aware that hospital bed occupancy is near 100%. Mental 

health bed occupancies are no different, with patients sitting for hours in emergency 
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departments waiting for a bed. Primary care is struggling, some patients are unable to get 

appointments to be seen by a General Practitioner. Social care is near breaking point with 

limited community places available and no budget for care packages. So, it’s time to do 

things differently, because the current status quo is not an option.  

In these circumstances business as usual in the NHS is not an option. This may mean a major 

shift in the decision-making process in relation to capacity (resource) requirements. We are 

very well aware that key decision makers in the NHS heavily rely on basic statistical analysis 

(e.g. average number of admissions, average length of stay, average bed occupancy rates). 

A simple analysis of activity around averages (or any other statistical measures) within a 

specialty or a service will not be adequate for an effective solution of the problem. A holistic 

approach that integrates the entire hospitals specialties are needed, as all the services are 

interconnected, which cannot be assumed to be independent from each other. There is an 

increasing demand and capacity shortages across all the services in the NHS, thus modelling 

at this level of detail is an absolute necessity.  

 

10.1.1 Comparative forecasting to estimate hospital demand 

 

This study indicates that forecasting hospital demand under different periods might generate 

more accurate result even if the past studies have preferred daily period to estimate hospital 

demand. This study shows that the best demand estimates are based on different forecasting 

methods and forecasting periods. Unlike the current and past studies conducted in the 

literature, our study filled a major gap by comparing different forecasting periods (i.e. daily, 

weekly and monthly). In addition, we also tested with a forecasting methodology that has 

never been considered within a healthcare setting before (i.e. the STLF method). The STLF 

method outperformed traditional time series forecasting methods (i.e. ARIMA, exponential 

smoothing) for a number of specialties, despite the method has been applied for the first 

time. For instance, based on MASE, the STLF method was superior for the non-elective 

admissions in the general medicine specialty. In addition, this study highlights that hospital 

managements will need to take into consideration different forecasting periods to better 

estimate hospital demands. 

As the complexity of healthcare services increases in an environment of constrained 

resources and increasing demand, so too does the need for evidence-based decision making. 
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Reliable and accurate forecasting models are well positioned to provide that evidence and 

allow hospital service managers face upcoming challenges with greater confidence. 

Hospital managers are very well aware that hospitals are at breaking point in most parts of 

the country, with patients sitting for hours in departments waiting for a bed. As such, accurate 

and reliable long term hospital forecasting models are required to assess and respond to the 

needs of local populations, both currently and in the future. This study will therefore enable 

key decision makers to better understand the demand for A&E, outpatient and inpatient 

services, thus the opportunity to effectively plan ahead for resource requirements (e.g. 

doctors and nurses). 

 

10.1.2 Generic hospital simulation modelling integrated with comparative forecasting 

 

Clear and robust, long term hospital level models are required to assess and respond to the 

needs of local populations, both currently and in the future. We genuinely need models that 

integrate every component of a hospital to find efficient and effective use of scarce resources. 

Each and every department, ward, specialties and services are interconnected. An individual 

service cannot be assumed to be independent.  

After an extensive review of the literature we noticed that there is a gap waiting to be filled 

in research and academic terms, and an urgent need for a generic hospital level simulation 

model for the management of hospitals. We therefore developed a model in a way that has 

never been tackled before, linking each and every service and specialty within A&E, 

outpatient and inpatient services.  

A vast amount of data analysis was carried out using local data and the Hospital Episodes 

Statistics dataset. In total, 768 forecasting models were developed for the 31 outpatient and 

inpatient specialties broken down by age group. We further established approximately 600 

observed frequency distributions for the simulation model.  

This study shows that the hospital can cope with the increasing demand (as forecasted) with 

its current level of resources. Results of the simulation scenarios revealed that when the 

demand in A&E and outpatients increase by 10%, and elective and non-elective inpatients 

increase by 20%, the DCR will remain almost the same, and the BOR will increase by 10% 

reaching almost to the national bed occupancy target of 85%. Furthermore, with the increase 

in patient volumes, the revenue generated will increase by almost 13%. This study shows 
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the gradual increase in BOR and revenue by the stepwise percentage of increments in 

demands. The results help hospital managements see the effects of demand changes on key 

performance metrics.  

Furthermore, interrelationships between emergency, inpatient, and outpatients are 

investigated with the DSS. Simulation output analysis revealed that DCR is significantly 

affected by number of outpatients, and the main driver of BOR is emergency, and hence, 

unplanned admissions. This result suggests that hospitals must concentrate on emergency 

patients to better utilise their bed resources. Efficient use of beds is only possible when 

emergency patients are managed better.     

The DSS in this study also demonstrates that generic and nation-wide data sources are 

sufficient for analysis and modelling at hospitals. As in the UK, data repositories, like HES, 

should be maintained and made available to do routine analysis and create generic models 

for analysis. Artificial Intelligence (AI) algorithms can help human decisions in such 

automated evaluations.       

The proposed DSS will provide many benefits to the management of hospitals. It will enable 

them to foresee patient demands for their hospitals in future years and test whether these 

demands are met with their available resources (using the key outputs generated from the 

model). In addition, the management will be able to observe how possible changes in 

resources (e.g. staffs, beds, rooms) affect the performance of hospitals in the safety of a 

simulation environment. Note that the management could easily test the system not just for 

one part of the hospital but to all services. For instance, at the time of developing this model, 

a nearby hospital’s services were closing. The model was tested for scenarios where the 

hospital would incur an increase of 5-10% in outpatient attendance and inpatient admissions 

across all 31 specialties and examined whether the hospital was able to cope with this level 

of demand.  These results will bring a different perspective to the management of the NHS 

for short and long term strategic planning, which will enable them to make rational and 

realistic plans.  

The DSS further enables the management to assess the needs of the hospital in terms of 

human resources, department expansion or reduction, and medical equipment/bed 

requirements. Effective personnel planning prevents overemployment in hospitals, and 

department expansion (or reduction) readjusts bed capacity according to demands 

periodically and thus idle capacity (or lack of capacity) is avoided. 
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The whole hospital level simulation model can become a crucial instrument for key decision 

makers towards becoming an efficient and cost-effective service for NHS Trusts across the 

UK. Savings as a result of using the DSS may enable the hospital to allocate additional funds 

for scientific research, training of staff, and sponsorships of research students. The NHS will 

be able to extend their vision and maintain a sustainable service for now and into the future.  

This study has produced a crucial and a practical decision support tool to help patients, 

taxpayers, managements of hospitals, the NHS and beyond. The tool has been utilised by 

senior management of a mid-size NHS Trust in England.   

 

10.1.3 FSO approach 

 

After an exhaustive review of the literature we notice that an entire hospital model has never 

been developed that combines forecasting, simulation and optimization techniques. We 

therefore developed a model that linked each and every service and specialty within A&E, 

outpatient and inpatient services, with the aim of, 1) forecasting demand for all the 

specialties (including first/follow up outpatient attendances, elective/non-elective inpatient 

admissions, and A&E admissions), 2) capturing all the uncertainties of patient pathway 

within a hospital setting to facilitate the testing of wide range of scenarios in the safety of a 

validated simulation model, 3) provide a precise estimate of the required bed capacity (and 

staff) needs.  

Based on simulation findings, estimates and the confidence intervals (CI) were obtained. 

The key decision makers would like to better understand exactly how many beds the 

specialties should have in each service. Therefore, the optimization enables the analyst 

(developer) to provide a precise estimate. The entire hospital modelling framework will 

therefore facilitate the service planning and decision making and more importantly speed up 

the pace of change in the specialty or service of interest.  

In addition, due to severe budget cuts in the NHS, hospitals do not have the necessary 

funding to increase capacity, either in the form of beds or staff.  Therefore, hospital 

management needs to find efficient and effective ways of utilising existing resources. This 

may mean the management doing things differently, a shift from conventional decision-

making process to a more evidence-based approach (a behavioural change). Optimization 

methods help the decision makers to plan their resources efficiently. Taking into account 
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objective functions, optimization methods seek an optimal solution under a number of 

constraints restricting the hospital systems. Linear optimization is such a method which is 

able to be used for reallocating beds and optimizing staffing levels of a hospital. 

A total of 85 constraints along with objective functions were developed for the optimization 

model. Possible risks of harm for nurses related to work overload in hospitals were taken 

into consideration in the model. At each stage, the decision support tool was designed, 

verified and validated with specialists (consultants, service managers and directors).  

According to our findings a total of 486 beds is adequate for the hospital to maintain the 

85% bed occupancy target. We also noticed that the beds were inappropriately distributed. 

For instance, at present general medicine has 88 beds, whereas the FSO results indicate that 

it should have around 115 beds in order to cope with existing demand. On the other hand, 

other specialties have 91 beds, but it only needs around 11. Inappropriate bed allocation is a 

major concern amongst many healthcare providers. Goulding et al. (2015) explored patient’s 

perspectives of the quality and safety of the care received during their inpatient stay on a 

clinically inappropriate hospital ward and found that patients have reported dissatisfaction 

in terms of preference and belonging.  

The FSO model also established the required number of consultants and nurses within 

inpatient services. In the majority of instances, the NHS has varying FTE contractual 

agreements, particularly amongst consultants, where they may have multiple roles, e.g. as a 

researcher, academic roles, private clinics, etc. The assumption that they work full time is 

wrong. Based on a mix of FTE contractual agreements, if a consultant spends 20% of their 

workload physically treating patients, then the inpatient services will require 215 

consultants. 

The level of complexity of FSO approach is extremely challenging. All components of FSO 

include enormous amount of modelling as explained in Chapter 7 to 9. For instance, 

forecasting section consists of 768 developed forecasting models. The generic simulation 

model includes every single specialty in a hospital. As a result of this level of difficulty, 

complexity (and lack of time), previous researchers have not considered the FSO approach. 

These results can be immensely useful for the management in a number of key areas, 1) 

capture demand for the entire hospital for each specialty, 2) observe the impact of change 

(such as change in resources) on key performance metrics before it is implemented in 

practice, and 3) determine the optimal resource requirements with confidence (namely staff 
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and beds) in order to meet demand now and into the future. These results will bring a 

different perspective to key decision makers with a DSS for short and long term strategic 

planning to make rational and realistic plans.  

 

10.2 Opportunities for further work 

 

This study has a number of limitations for forecasting, simulation and FSO techniques. 

Forecasting studies should also focus on estimating hospital demand based on age groups 

and patient activity, for example, severity of injury for A&E arrivals, diagnostic procedures 

for elective and non-elective inpatient specialties and first and follow up outpatient 

specialties. 

Generic hospital simulation model might include more operational level modelling of some 

specialties. These specialties are needed to be modelled deeply in terms of improving 

performance metrics, for example, majority of A&E services over the world have highest 

patient volume than other specialties. In the PAH, the A&E department are visited by an 

average of 227 patients per day and this department has a limited number of consultants and 

nurses. In this situation, additional data might be required to be collected in addition to 

available data. 

The FSO technique has a number of limitations. Outpatient services play a crucial role within 

a hospital, where a typical NHS Trust could deal with over 300,000 attendances per year. 

The forecasting techniques are able to capture outpatient demand for each specialty, broken 

down by age and first/follow up referrals; the simulation model captures the entire outpatient 

services pathway with the flexibility of testing wide range of scenarios, but the optimization 

model does not determine the required resources, such as consultation room requirements, 

clinic slot requirements, outpatient staff needs, etc. Likewise, the optimization should also 

focus on A&E departments and determine the required number of emergency beds in order 

to minimize patient waiting times (i.e. less than the four-hour target from admission to 

discharge set by the Department of Health in England). Future research can be directed 

towards integrating these issues into the optimisation model.  
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10.3 Summary 
 

In this chapter, the importance of the study is highlighted. This chapter explains how this 

study approaches the current and future needs of NHS and how NHS could benefit from it. 

In addition, the emphasis is placed on the practical implication of this study and its 

contributions to knowledge. This chapter addresses the opportunities of future work that can 

address the development of the optimization models through integration of inpatient services 

with the A&E department and outpatient services. 
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Appendix 2 

Point forecast formulas of exponential smoothing methods (Taken from (Hyndman, Koehler, Ord and Snyder, 

2008, p. 18) 

 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

193 
 

Appendix 3 

Exponential smoothing models with the additive errors (Taken from (Hyndman, Koehler, Ord and Snyder, 

2008, p. 21)) 
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Appendix 4 

Exponential smoothing models with the multiplicative errors (Taken from (Hyndman, Koehler, Ord and 

Snyder, 2008, p. 22) 
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Appendix 5 

Forecast accuracy value for the first referrals of outpatient specialties 

Specialty 
Forecasting 

Models 

Daily Weekly Monthly 

Parameters TS VS Parameters TS VS Parameters TS VS 

General Surgery 

SLR SLR 0.41 0.58 SLR 0.94 1.07 SLR 0.71 0.80 

ARIMA (3,1,3) 0.82 0.94 (0,1,1) 0.95 0.79 (1,0,0) 0.98 0.76 

ES (A,Ad,N) 1.01 0.95 (A,Ad,N) 0.91 0.68 (M,A,N) 1.04 0.98 

STLF (A,N,N) 1.06 1.35 (A,N,N) 0.71 1.93 (M,N,N) 0.90 1.12 

Urology  

SLR SLR 0.86 0.60 SLR 0.73 0.92 SLR 0.65 0.85 

ARIMA (5,1,2) 0.65 0.80 (0,1,1) 0.82 0.78 (0,0,0) 0.82 0.71 

ES (A,Ad,N) 0.90 0.83 (A,Ad,N) 0.77 0.77 (M,N,N) 0.82 0.71 

STLF (A,N,N) 1.08 1.10 (A,Ad,N) 0.78 0.96 (M,N,N) 0.92 0.98 

Ear, Nose and 

Throat (ENT)  

SLR SLR 0.50 0.65 SLR 0.90 0.82 SLR 0.79 0.92 

ARIMA (2,0,2) 0.86 0.88 (2,0,1) 0.86 0.76 (0,0,1) 0.90 0.72 

ES (A,Ad,N) 0.90 0.88 (A,Ad,N) 0.85 0.79 (M,N,N) 0.91 0.69 

STLF (A,N,N) 0.98 1.02 (A,N,N) 0.70 1.20 (A,N,N) 1.01 1.24 

Ophthalmology  

SLR SLR 1.15 1.17 SLR 0.80 1.45 SLR 1.21 2.26 

ARIMA (2,1,3) 0.76 0.89 (0,0,0) 0.90 1.18 (0,1,1) 0.79 1.84 

ES (A,N,N) 0.80 0.86 (A,N,N) 0.81 1.03 (M,N,N) 0.80 9.34 

STLF (A,N,N) 0.91 1.12 (M,N,N) 0.78 0.95 (M,N,N) 0.71 1.73 

Trauma & 

Orthopaedics 

SLR SLR 0.47 0.65 SLR 0.93 1.04 SLR 0.75 1.32 

ARIMA (3,1,3) 0.79 0.87 (4,0,0) 0.78 0.91 (1,0,1) 1.00 0.86 

ES (A,Ad,N) 0.85 0.87 (A,Ad,N) 0.80 1.11 (M,A,N) 1.14 4.66 

STLF (A,N,N) 0.89 1.10 (A,N,N) 0.77 1.54 (M,N,N) 1.15 1.65 

Oral Surgery  

SLR SLR 0.58 0.57 SLR 0.69 0.82 SLR 0.82 0.68 

ARIMA (2,1,2) 0.76 0.80 (2,0,2) 0.74 0.71 (0,0,0) 0.87 0.56 

ES (A,Ad,N) 0.80 0.77 (M,Ad,N) 0.73 0.71 (M,N,N) 0.87 0.54 

STLF (A,N,N) 0.91 0.89 (A,N,N) 0.84 1.05 (M,N,N) 0.71 0.84 

Anaesthetics  

SLR SLR 0.62 0.61 SLR 0.80 1.06 SLR 0.80 1.33 

ARIMA (0,0,1) 0.84 0.80 (2,0,2) 0.78 1.10 (0,0,0) 0.79 1.35 

ES (A,N,N) 0.85 0.80 (M,A,N) 0.88 0.92 (A,N,N) 0.79 1.35 

STLF (A,Ad,N) 0.98 0.88 (A,N,N) 0.78 1.13 (M,N,N) 0.74 1.28 

General Medicine  

SLR SLR 0.46 0.67 SLR 1.06 1.09 SLR 0.89 0.94 

ARIMA (3,1,2) 0.80 0.90 (1,0,1) 0.89 0.80 (0,0,0) 1.03 0.73 

ES (A,Ad,N) 0.89 0.86 (A,Ad,N) 0.83 0.75 (A,N,N) 1.03 0.71 

STLF (A,N,N) 0.97 1.02 (A,N,N) 0.66 1.30 (A,N,N) 0.78 1.04 

Gastroenterology  

SLR SLR 0.56 0.89 SLR 0.97 1.28 SLR 0.94 2.81 

ARIMA (5,1,3) 0.70 0.81 (1,1,4) 0.82 1.10 (0,1,0) 0.96 2.51 

ES (A,N,N) 0.82 0.82 (A,N,N) 0.94 1.13 (A,N,N) 0.88 2.28 

STLF (A,N,N) 0.92 0.75 (A,N,N) 0.67 0.97 (A,N,N) 0.61 1.95 

Clinical 

Haematology  

SLR SLR 0.56 0.63 SLR 0.67 0.85 SLR 0.40 1.31 

ARIMA (1,0,2) 0.77 0.74 (1,0,1) 0.73 0.75 (0,0,0) 0.67 0.97 

ES (A,N,N) 0.77 0.74 (M,Ad,N) 0.76 0.80 (A,N,N) 0.67 0.97 

STLF (A,N,N) 0.96 0.89 (A,N,N) 1.07 1.25 (M,N,N) 1.08 1.35 

ARIMA: Autoregressive integrated moving average, ES: Exponential smoothing, SLR: Stepwise Linear 
Regression, STLF: The function of the seasonal and trend decomposition method, TS: Training Set, VS: 
Validation Set 
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Appendix 5 (cont.) 

Forecast accuracy value for the first referrals of outpatient specialties 

Specialty 
Forecasting 

Models 

Daily Weekly Monthly 

Parameters TS VS Parameters TS VS Parameters TS VS 

Cardiology  

SLR SLR 0.46 0.62 SLR 0.72 1.01 SLR 0.62 1.37 

ARIMA (2,0,4) 0.79 0.81 (2,0,0) 0.79 0.87 (0,0,0) 0.80 1.04 

ES (A,Ad,N) 0.85 0.81 (M,Ad,N) 0.78 0.69 (M,N,N) 0.80 1.04 

STLF (A,N,N) 0.98 0.96 (M,Ad,N) 0.78 1.14 (M,N,N) 0.91 1.27 

Dermatology  

SLR SLR 0.49 0.62 SLR 0.88 0.93 SLR 0.84 1.05 

ARIMA (5,1,3) 0.62 0.94 (0,1,1) 0.88 0.89 (1,0,0) 0.94 1.25 

ES (A,Ad,N) 0.89 0.97 (A,Ad,N) 0.86 0.90 (A,N,N) 0.99 0.97 

STLF (A,N,N) 0.91 0.56 (A,N,N) 0.77 0.97 (A,N,N) 0.88 1.25 

Neurology  

SLR SLR 0.54 0.60 SLR 0.76 0.81 SLR 0.60 0.75 

ARIMA (2,0,5) 0.76 0.75 (1,0,1) 0.80 0.76 (1,0,0) 0.65 0.58 

ES (A,Ad,N) 0.81 0.75 (A,Ad,N) 0.75 0.76 (M,N,N) 0.71 0.59 

STLF (A,N,N) 0.87 0.83 (M,Ad,N) 0.84 0.74 (M,N,N) 0.80 0.56 

Rheumatology  

SLR SLR 0.58 0.72 SLR 0.68 0.90 SLR 0.45 1.05 

ARIMA (3,0,3) 0.82 0.85 (1,0,1) 0.80 0.76 (0,0,0) 0.79 0.83 

ES (A,Ad,N) 0.84 0.86 (A,Ad,N) 0.78 0.74 (A,N,N) 0.79 0.83 

STLF (A,N,N) 0.88 1.04 (M,N,N) 0.86 1.16 (M,N,N) 1.10 1.26 

Paediatrics  

SLR SLR 0.49 0.79 SLR 0.57 1.47 SLR 0.32 1.67 

ARIMA (1,0,4) 0.76 0.88 (2,0,1) 0.72 1.29 (0,0,0) 0.69 1.62 

ES (A,N,N) 0.81 0.88 (M,Ad,N) 0.74 1.35 (A,N,N) 0.69 1.62 

STLF (A,N,N) 0.97 1.16 (M,N,N) 0.92 1.45 (A,N,N) 1.27 1.74 

Obstetrics  

SLR SLR 1.03 1.82 SLR 1.53 7.32 SLR 0.68 1.13 

ARIMA (0,0,0) 0.80 0.98 (0,0,0) 0.86 1.98 (0,0,0) 0.86 1.28 

ES (A,N,N) 0.71 0.98 (M,A,N) 1.01 5.52 (M,A,N) 1.00 1.77 

STLF (A,Ad,N) 1.28 2.22 (A,Ad,N) 1.26 5.08 (A,N,N) 1.47 0.95 

Gynaecology  

SLR SLR 0.46 0.53 SLR 0.87 1.43 SLR 0.80 1.77 

ARIMA (5,1,3) 0.63 0.88 (2,1,2) 0.90 0.71 (0,0,0) 0.81 1.77 

ES (A,Ad,N) 0.90 0.92 (A,Ad,N) 0.94 0.76 (M,N,N) 0.81 1.77 

STLF (A,Ad,N) 0.97 1.03 (A,N,N) 0.70 1.21 (A,N,N) 0.94 1.53 

Clinical Oncology  

SLR SLR 0.63 0.75 SLR 0.67 0.65 SLR 0.80 1.06 

ARIMA (1,1,1) 0.86 0.91 (4,0,0) 0.72 0.64 (0,0,1) 0.76 0.83 

ES (A,Ad,N) 0.92 0.91 (A,Ad,N) 0.69 0.65 (M,N,N) 0.86 0.78 

STLF (A,N,N) 1.02 1.03 (A,Ad,N) 0.87 0.80 (M,N,N) 0.77 1.18 

Others 

SLR SLR 0.63 0.76 SLR 0.78 0.80 SLR 0.77 0.79 

ARIMA (5,1,1) 0.78 0.83 (1,0,1) 0.77 0.77 (1,0,0) 0.81 0.72 

ES (A,N,N) 0.85 0.79 (A,Ad,N) 0.73 0.73 (M,Ad,N) 0.66 0.58 

STLF (A,N,N) 0.92 0.97 (A,Ad,N) 0.77 0.84 (A,N,N) 0.68 0.88 

ARIMA: Autoregressive integrated moving average, ES: Exponential smoothing, SLR: Stepwise Linear 
Regression, STLF: The function of the seasonal and trend decomposition method, TS: Training Set, VS: 
Validation Set 
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Appendix 6 

Forecast accuracy value for the follow up referrals of outpatient specialties 

Specialty 
Forecasting 

Models 

Daily Weekly Monthly 

Parameters TS VS Parameters TS VS Parameters TS VS 

General Surgery 

SLR SLR 0.41 0.72 SLR 0.63 0.86 SLR 0.37 0.78 

ARIMA (3,1,3) 0.81 0.90 (0,1,1) 0.74 0.78 (0,0,0) 0.64 0.74 

ES (A,N,N) 0.93 0.90 (A,N,N) 0.74 0.78 (M,N,N) 0.64 0.74 

STLF (A,N,N) 1.11 1.42 (A,N,N) 1.02 0.95 (M,N,N) 1.15 0.97 

Urology  

SLR SLR 0.50 0.60 SLR 0.89 1.01 SLR 1.47 1.12 

ARIMA (4,1,2) 0.74 0.93 (0,1,1) 0.75 0.94 (1,1,0) 0.77 1.16 

ES (A,N,N) 0.85 0.93 (A,N,N) 0.75 0.94 (A,N,N) 0.80 1.23 

STLF (A,N,N) 0.93 0.97 (M,A,N) 0.58 2.14 (A,N,N) 0.37 1.38 

Ear, Nose and 

Throat (ENT)  

SLR SLR 0.70 1.29 SLR 0.89 2.53 SLR 1.06 2.25 

ARIMA (1,1,3) 0.93 1.13 (2,1,2) 0.92 2.47 (1,0,0) 1.15 3.55 

ES (A,N,N) 0.91 1.24 (M,Ad,N) 1.14 2.70 (M,N,N) 1.10 2.34 

STLF (A,N,N) 1.15 2.39 (A,N,N) 0.97 3.06 (M,N,N) 0.92 1.33 

Ophthalmology  

SLR SLR 1.07 1.14 SLR 0.76 1.20 SLR 0.92 1.33 

ARIMA (2,1,3) 0.76 0.94 (0,0,0) 0.90 1.03 (0,1,1) 0.79 1.25 

ES (A,N,N) 0.80 0.91 (A,N,N) 0.81 1.13 (M,N,N) 0.80 0.92 

STLF (A,N,N) 0.99 1.14 (M,N,N) 0.78 1.23 (M,N,N) 0.71 0.98 

Trauma & 

Orthopaedics 

SLR SLR 0.45 0.93 SLR 0.80 1.63 SLR 1.23 2.12 

ARIMA (2,1,2) 0.78 0.92 (3,1,1) 0.80 0.91 (0,1,0) 0.96 0.96 

ES (A,Ad,N) 0.83 0.85 (M,N,N) 0.82 0.89 (M,N,N) 0.93 0.98 

STLF (A,N,N) 0.95 0.53 (M,N,N) 0.80 1.35 (M,N,N) 0.46 1.26 

Oral Surgery  

SLR SLR 0.53 0.58 SLR 0.62 0.69 SLR 0.47 0.70 

ARIMA (5,1,1) 0.72 0.80 (0,1,2) 0.68 0.67 (0,1,1) 0.72 0.65 

ES (A,N,N) 0.82 0.80 (M,N,N) 0.69 0.65 (A,N,N) 0.74 0.65 

STLF (A,N,N) 0.90 0.84 (A,N,N) 1.01 0.74 (A,N,N) 0.75 0.47 

Anaesthetics  

SLR SLR 0.44 0.82 SLR 1.46 1.96 SLR 1.41 2.75 

ARIMA (3,1,2) 0.82 0.88 (2,1,3) 0.85 0.98 (0,1,0) 0.96 1.06 

ES (A,Ad,N) 0.97 0.89 (M,Ad,N) 0.88 0.88 (A,N,N) 0.96 1.06 

STLF (A,N,N) 0.92 1.05 (A,N,N) 0.42 2.19 (A,N,N) 0.47 2.34 

General Medicine  

SLR SLR 0.51 0.99 SLR 0.86 1.43 SLR 0.89 2.38 

ARIMA (4,1,1) 0.82 0.90 (0,1,1) 0.82 0.72 (1,1,0) 0.85 0.73 

ES (A,N,N) 0.85 0.90 (M,A,N) 1.20 0.80 (M,A,N) 1.08 0.81 

STLF (A,N,N) 1.06 1.21 (A,N,N) 1.02 1.33 (M,N,N) 0.92 1.78 

Gastroenterology  

SLR SLR 0.75 1.00 SLR 1.09 1.36 SLR 0.69 2.81 

ARIMA (5,0,3) 0.91 0.87 (0,0,1) 0.95 0.96 (0,0,0) 0.82 2.60 

ES (A,N,N) 0.94 0.76 (M,Ad,N) 1.05 0.86 (M,A,N) 1.07 6.36 

STLF (A,N,N) 1.12 1.51 (A,N,N) 1.08 1.71 (A,N,N) 1.12 4.86 

Clinical 

Haematology  

SLR SLR 0.56 0.68 SLR 0.60 0.85 SLR 0.33 1.50 

ARIMA (0,0,3) 0.77 0.81 (0,0,0) 0.69 0.76 (0,0,0) 0.72 1.33 

ES (A,N,N) 0.80 0.81 (A,N,N) 0.69 0.76 (A,N,N) 0.72 1.33 

STLF (A,N,N) 0.97 0.96 (A,N,N) 1.06 1.16 (M,N,N) 1.16 1.79 

ARIMA: Autoregressive integrated moving average, ES: Exponential smoothing, SLR: Stepwise Linear 
Regression, STLF: The function of the seasonal and trend decomposition method, TS: Training Set, VS: 
Validation Set 
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Appendix 6 (cont.) 

Forecast accuracy value for the follow up referrals of outpatient specialties 

Specialty 
Forecasting 

Models 

Daily Weekly Monthly 

Parameters TS VS Parameters TS VS Parameters TS VS 

Cardiology  

SLR SLR 0.51 0.92 SLR 0.80 0.97 SLR 1.13 0.85 

ARIMA (5,1,3) 0.69 0.89 (0,1,1) 0.76 0.89 (1,0,2) 0.66 0.88 

ES (A,N,N) 0.87 0.90 (A,N,N) 0.76 0.89 (A,N,N) 0.91 0.90 

STLF (A,N,N) 1.00 1.06 (A,N,N) 0.67 0.97 (A,N,N) 0.49 0.97 

Dermatology  

SLR SLR 0.56 0.74 SLR 0.87 0.96 SLR 0.71 0.96 

ARIMA (1,1,2) 0.85 0.89 (4,0,0) 0.99 0.78 (0,0,1) 0.88 0.79 

ES (A,Ad,N) 0.88 0.92 (M,N,N) 1.12 0.72 (M,N,N) 0.92 0.77 

STLF (A,N,N) 1.01 1.15 (A,N,N) 1.11 1.26 (M,N,N) 0.90 1.36 

Neurology  

SLR SLR 0.61 1.00 SLR 0.79 1.37 SLR 0.57 1.53 

ARIMA (5,1,0) 0.88 0.82 (0,1,1) 0.80 0.98 (2,1,0) 0.60 1.03 

ES (A,A,N) 0.78 0.84 (M,Ad,N) 1.10 1.06 (M,N,N) 0.92 1.04 

STLF (A,N,N) 0.98 1.09 (A,N,N) 0.97 1.61 (M,N,N) 1.21 1.88 

Rheumatology  

SLR SLR 0.60 0.95 SLR 0.64 1.12 SLR 0.27 1.20 

ARIMA (1,0,1) 0.82 0.97 (0,0,1) 0.78 1.12 (0,0,0) 0.75 1.12 

ES (A,N,N) 0.83 0.97 (A,N,N) 0.79 1.12 (A,N,N) 0.75 1.12 

STLF (A,N,N) 0.91 1.12 (M,N,N) 1.00 1.43 (M,N,N) 1.15 1.30 

Paediatrics  

SLR SLR 0.53 1.38 SLR 0.69 2.91 SLR 0.86 4.33 

ARIMA (5,1,3) 0.69 1.11 (0,1,1) 0.75 1.68 (0,1,1) 0.85 2.29 

ES (A,N,N) 0.83 1.12 (M,N,N) 0.75 1.68 (M,N,N) 0.90 2.29 

STLF (A,N,N) 0.99 1.46 (M,N,N) 0.74 1.97 (A,A,N) 0.55 2.05 

Obstetrics  

SLR SLR 1.08 1.93 SLR 1.35 6.44 SLR 1.23 0.99 

ARIMA (0,1,1) 0.92 1.43 (0,1,1) 1.02 3.44 (0,1,0) 0.96 1.37 

ES (A,N,N) 0.92 1.46 (M,A,N) 1.09 4.05 (M,A,N) 1.09 0.93 

STLF (A,Ad,N) 0.85 1.82 (A,Ad,N) 0.75 7.82 (A,N,N) 0.54 1.95 

Gynaecology  

SLR SLR 0.41 0.68 SLR 0.85 1.58 SLR 0.84 1.19 

ARIMA (5,1,3) 0.58 1.07 (1,0,4) 0.80 1.23 (0,0,0) 0.90 1.03 

ES (A,N,N) 0.94 0.97 (M,Ad,N) 0.85 1.41 (M,N,N) 0.90 1.03 

STLF (A,N,N) 0.94 1.09 (A,N,N) 0.69 2.35 (M,N,N) 0.60 1.30 

Clinical Oncology  

SLR SLR 0.58 0.73 SLR 0.59 0.76 SLR 0.43 1.07 

ARIMA (0,0,5) 0.83 0.88 (0,1,1) 0.63 0.69 (0,0,0) 0.74 0.92 

ES (A,N,N) 0.90 0.88 (M,A,N) 0.63 0.70 (A,N,N) 0.74 0.92 

STLF (A,N,N) 1.05 1.08 (M,Ad,N) 0.93 0.91 (M,N,N) 0.81 1.04 

Others 

SLR SLR 0.62 0.80 SLR 0.73 0.91 SLR 0.40 1.61 

ARIMA (2,1,1) 0.86 0.81 (3,1,1) 0.77 0.77 (0,1,1) 0.78 0.61 

ES (A,Ad,N) 0.84 0.81 (M,N,N) 1.00 0.77 (M,A,N) 0.75 2.33 

STLF (A,N,N) 1.11 1.17 (A,N,N) 1.08 1.19 (A,N,N) 1.08 1.93 

ARIMA: Autoregressive integrated moving average, ES: Exponential smoothing, SLR: Stepwise Linear 
Regression, STLF: The function of the seasonal and trend decomposition method, TS: Training Set, VS: 
Validation Set 
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Appendix 7 

Forecast accuracy value for elective patients of inpatient specialties 

Specialty 
Forecasting 

Models 

Daily Weekly Monthly 

Parameters TS VS Parameters TS VS Parameters TS VS 

General Surgery 

SLR SLR 0.45 0.53 SLR 0.83 1.10 SLR 0.68 1,43 

ARIMA (2,1,5) 0.77 0.76 (0,1,1) 0.83 0.81 (1,0,0) 0.95 0.71 

ES (A,N,N) 0.87 0.76 (M,Ad,N) 0.80 0.79 (M,A,N) 0.83 1.70 

STLF (A,Ad,N) 0.94 0.86 (M,A,N) 0.74 6.99 (M,N,N) 0.87 1.41 

Urology 

SLR SLR 0.41 1.03 SLR 1.24 2.19 SLR 1.54 4.77 

ARIMA (4,1,3) 0.62 0.83 (0,1,2) 0.84 0.84 (1,0,0) 1.02 2.34 

ES (A,Ad,N) 0.85 0.84 (M,Ad,N) 0.81 0.80 (M,A,N) 1.07 1.86 

STLF (A,Ad,N) 1.00 1.25 (M,N,N) 0.46 1.10 (A,N,N) 0.51 2.84 

Ear, Nose and 

Throat (ENT) 

SLR SLR 0.52 0.61 SLR 0.68 0.95 SLR 0.71 1.25 

ARIMA (1,0,2) 0.81 0.80 (1,0,1) 0.79 0.82 (0,0,0) 0.77 1.00 

ES (A,N,N) 0.83 0.81 (M,Ad,N) 0.77 0.81 (A,N,N) 0.77 1.00 

STLF (A,N,N) 0.90 0.90 (M,N,N) 0.89 1.15 (A,N,N) 0.72 1.68 

Ophthalmology 

SLR SLR 0.44 0.68 SLR 0.98 1.25 SLR 1.27 1.98 

ARIMA (1,1,1) 0.79 0.73 (0,1,2) 0.80 0.70 (0,1,0) 0.96 0.55 

ES (A,N,N) 0.79 0.73 (A,N,N) 0.81 0.67 (M,N,N) 0.93 0.69 

STLF (A,N,N) 0.87 0.91 (A,N,N) 0.48 0.85 (A,N,N) 0.60 0.88 

Trauma & 

Orthopaedics 

SLR SLR 0.46 0.89 SLR 1.28 1.63 SLR 1.09 2.50 

ARIMA (2,1,3) 0.74 0.87 (0,1,1) 0.92 1.21 (1,0,0) 0.95 1.20 

ES (A,Ad,N) 0.89 0.88 (A,N,N) 0.93 1.21 (A,N,N) 0.96 1.11 

STLF (A,N,N) 0.84 1.00 (A,N,N) 0.42 1.32 (A,N,N) 0.55 1.84 

Oral Surgery 

SLR SLR 0.39 0.70 SLR 0.78 1.04 SLR 0.89 1.79 

ARIMA (0,1,1) 0.83 0.83 (0,1,1) 0.75 0.74 (0,1,0) 0.96 1.12 

ES (A,A,N) 0.83 0.86 (M,Ad,N) 0.75 0.75 (A,N,N) 0.81 0.78 

STLF (A,N,N) 0.96 0.95 (A,N,N) 0.81 0.89 (A,N,N) 0.59 0.91 

General Medicine 

SLR SLR 0.55 1.28 SLR 1.04 2.93 SLR 1.66 2.64 

ARIMA (2,1,2) 0.80 1.06 (0,1,1) 0.80 1.55 (0,1,0) 0.96 3.02 

ES (A,Ad,N) 0.94 0.92 (M,Ad,N) 0.69 1.32 (M,A,N) 0.89 0.62 

STLF (A,N,N) 0.94 2.40 (M,Ad,N) 0.52 1.84 (M,N,N) 0.53 1.92 

Gastroenterology 

SLR SLR 0.64 0.76 SLR 1.28 1.68 SLR 1.11 1.72 

ARIMA (4,1,2) 0.76 0.94 (1,1,1) 0.90 1.39 (0,1,0) 0.96 1.18 

ES (A,N,N) 0.86 0.97 (A,N,N) 0.94 1.25 (A,N,N) 0.86 1.37 

STLF (A,N,N) 0.93 1.03 (A,N,N) 0.50 1.65 (A,N,N) 0.55 1.60 

Clinical 

Haematology 

SLR SLR 0.45 0.94 SLR 1.16 0.61 SLR 1.21 0.91 

ARIMA (4,1,2) 0.73 1.01 (0,1,2) 0.90 0.73 (1,0,0) 1.10 0.93 

ES (A,Ad,N) 1.03 0.95 (A,N,N) 0.91 0.76 (A,N,N) 0.96 0.91 

STLF (A,N,N) 1.09 1.32 (A,N,N) 0.63 0.76 (A,N,N) 0.94 1.23 

ARIMA: Autoregressive integrated moving average, ES: Exponential smoothing, SLR: Stepwise Linear 
Regression, STLF: The function of the seasonal and trend decomposition method, TS: Training Set, VS: 
Validation Set 
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Appendix 7 (cont.) 

Forecast accuracy value for elective patients of inpatient specialties  

Specialty 
Forecasting 

Models 

Daily Weekly Monthly 

Parameters TS VS Parameters TS VS Parameters TS VS 

Cardiology 

SLR SLR 0.54 0.66 SLR 0.67 0.97 SLR 0.47 1.04 

ARIMA (2,0,5) 0.80 0.89 (3,0,0) 0.71 1.06 (0,0,0) 0.74 1.18 

ES (A,Ad,N) 0.86 0.89 (A,Ad,N) 0.65 1.00 (M,N,N) 0.74 1.18 

STLF (A,N,N) 0.94 0.98 (A,Ad,N) 0.78 1.03 (M,N,N) 1.05 1.19 

Medical Oncology 

SLR SLR 0.57 0.66 SLR 0.86 0.93 SLR 1.05 1.04 

ARIMA (4,1,3) 0.71 0.87 (1,1,1) 0.72 0.73 (0,1,0) 0.96 0.77 

ES (A,N,N) 0.81 0.88 (A,Ad,N) 0.76 0.72 (A,N,N) 0.98 0.80 

STLF (A,N,N) 0.98 0.89 (A,N,N) 0.72 1.06 (M,N,N) 0.69 1.27 

Paediatrics 

SLR SLR 0.37 1.42 SLR 0.86 2.08 SLR 0.94 5.65 

ARIMA (5,1,3) 0.61 0.83 (0,1,3) 0.80 0.66 (1,0,0) 0.94 3.26 

ES (A,Ad,N) 0.81 1.52 (A,Ad,N) 0.80 1.59 (A,N,N) 0.92 1.45 

STLF (A,N,N) 0.99 1.64 (A,N,N) 0.70 1.37 (A,N,N) 0.82 5.34 

Gynaecology 

SLR SLR 0.54 0.74 SLR 0.76 0.79 SLR 0.92 1.32 

ARIMA (0,1,5) 0.80 0.89 (1,0,1) 0.75 0.68 (1,0,0) 0.86 0.67 

ES (A,Ad,N) 0.95 0.89 (A,Ad,N) 0.74 0.68 (M,A,N) 1.12 1.40 

STLF (A,N,N) 1.25 1.27 (A,N,N) 0.67 0.80 (A,N,N) 0.69 1.27 

Clinical Oncology 

SLR SLR 0.58 0.61 SLR 0.74 0.82 SLR 1.23 0.99 

ARIMA (5,1,3) 0.70 1.01 (0,1,2) 0.66 0.65 (0,1,0) 0.96 4.73 

ES (A,Ad,N) 0.86 0.94 (A,Ad,N) 0.68 0.65 (A,Ad,N) 0.79 0.63 

STLF (A,N,N) 0.96 0.93 (M,Ad,N) 0.67 0.72 (A,N,N) 0.55 0.95 

Radiology 

SLR SLR 0.56 0.76 SLR 0.84 1.28 SLR 0.79 1.70 

ARIMA (4,1,2) 0.72 0.82 (0,1,1) 0.82 0.75 (0,1,0) 0.96 0.76 

ES (A,N,N) 0.83 0.83 (M,A,N) 0.84 1.88 (M,A,N) 0.98 3.79 

STLF (A,N,N) 0.98 1.01 (M,A,N) 0.63 7.41 (A,N,N) 0.68 1.89 

Others 

SLR SLR 0.59 0.94 SLR 0.77 1.59 SLR 1.39 3.57 

ARIMA (2,1,2) 0.82 0.81 (1,1,1) 0.72 0.70 (0,1,0) 0.96 0.99 

ES (A,N,N) 0.91 0.81 (M,Ad,N) 0.68 0.69 (M,A,N) 0.97 3.73 

STLF (A,N,N) 1.39 1.39 (A,N,N) 0.70 1.04 (M,A,N) 0.58 2.10 

ARIMA: Autoregressive integrated moving average, ES: Exponential smoothing, SLR: Stepwise Linear 
Regression, STLF: The function of the seasonal and trend decomposition method, TS: Training Set, VS: 
Validation Set 
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Appendix 8 

Forecast accuracy value for non-elective patients of inpatient specialties 

Specialty 
Forecasting 

Models 

Daily Weekly Monthly 

Parameters TS VS Parameters TS VS Parameters TS VS 

General Surgery 

SLR SLR 0.83 0.88 SLR 1.17 1.32 SLR 0.88 1.71 

ARIMA (0,1,1) 0.75 0.73 (0,1,1) 0.90 0.90 (1,0,0) 1.02 1.65 

ES (A,N,N) 0.75 0.78 (A,Ad,N) 0.93 0.90 (A,N,N) 0.95 0.91 

STLF (A,N,N) 0.67 0.98 (A,N,N) 0.64 1.45 (M,N,N) 0.96 2.05 

Trauma & 

Orthopaedics 

SLR SLR 0.81 0.81 SLR 1.00 0.89 SLR 1.06 1.91 

ARIMA (0,1,1) 0.75 0.74 (0,1,1) 0.86 0.67 (1,0,0) 0.96 2.83 

ES (A,N,N) 0.75 0.74 (A,Ad,N) 0.86 0.68 (A,N,N) 0.96 1.12 

STLF (A,N,N) 0.80 1.02 (A,N,N) 0.67 1.08 (A,N,N) 0.72 2.56 

General Medicine 

SLR SLR 0.83 1.11 SLR 1.36 2.32 SLR 1.25 3.80 

ARIMA (3,1,3) 0.74 0.80 (0,1,1) 0.94 0.84 (0,1,0) 0.96 1.57 

ES (A,N,N) 0.75 0.80 (A,N,N) 0.94 0.84 (A,N,N) 0.99 1.58 

STLF (A,N,N) 0.70 0.88 (A,N,N) 0.51 1.01 (A,N,N) 0.69 0.74 

Cardiology 

SLR SLR 0.79 0.79 SLR 0.86 1.09 SLR 0.74 1.11 

ARIMA (0,1,1) 0.77 0.75 (0,1,1) 0.83 0.75 (1,0,0) 0.95 1.01 

ES (A,N,N) 0.77 0.75 (A,Ad,N) 0.78 0.75 (A,N,N) 0.95 0.62 

STLF (A,N,N) 0.83 0.95 (M,Ad,N) 0.67 1.19 (M,N,N) 0.79 1.12 

Paediatrics 

SLR SLR 0.88 0.85 SLR 1.61 1.23 SLR 1.70 2.16 

ARIMA (1,1,1) 0.70 0.75 (1,0,1) 0.92 0.80 (1,0,0) 1.00 0.89 

ES (A,N,N) 0.70 0.78 (A,N,N) 0.88 0.83 (A,N,N) 0.96 1.32 

STLF (A,N,N) 0.62 1.00 (A,N,N) 0.37 1.25 (A,N,N) 0.31 1.91 

Geriatric 

Medicine 

SLR SLR 0.86 0.82 SLR 1.02 1.03 SLR 0.86 1.74 

ARIMA (0,1,2) 0.83 0.77 (0,1,2) 0.81 0.80 (1,0,0) 1.01 1.78 

ES (A,N,N) 0.85 0.78 (A,Ad,N) 0.79 0.79 (A,N,N) 0.94 0.81 

STLF (A,N,N) 0.70 1.02 (A,N,N) 0.54 1.15 (M,N,N) 0.79 2.40 

Obstetrics 

SLR SLR 0.94 1.08 SLR 1.79 2.49 SLR 1.91 2.81 

ARIMA (0,1,1) 0.76 0.87 (0,1,1) 0.90 1.54 (0,1,0) 0.96 1.16 

ES (A,N,N) 0.76 0.89 (A,N,N) 0.90 1.50 (A,Ad,N) 1.13 1.07 

STLF (A,N,N) 0.62 1.05 (A,N,N) 0.35 1.34 (A,Ad,N) 0.43 1.33 

Gynaecology 

SLR SLR 0.82 0.98 SLR 1.12 1.89 SLR 1.02 0.94 

ARIMA (0,1,1) 0.75 1.55 (0,1,1) 0.92 3.63 (0,1,0) 0.96 4.79 

ES (A,N,N) 0.75 1.55 (A,N,N) 0.92 3.63 (A,N,N) 0.97 1.12 

STLF (A,N,N) 0.76 1.58 (A,N,N) 0.62 3.63 (A,N,N) 0.76 5.13 

Others 

SLR SLR 0.87 1.28 SLR 0.99 1.96 SLR 2.06 2.07 

ARIMA (0,1,1) 0.84 1.15 (0,1,1) 0.82 1.54 (0,1,0) 0.96 1.67 

ES (A,N,N) 0.84 1.25 (A,Ad,N) 0.80 1.67 (A,N,N) 0.96 1.67 

STLF (A,N,N) 0.78 1.28 (A,N,N) 0.62 1.69 (A,N,N) 0.36 1.64 

ARIMA: Autoregressive integrated moving average, ES: Exponential smoothing, SLR: Stepwise Linear 
Regression, STLF: The function of the seasonal and trend decomposition method, TS: Training Set, VS: 
Validation Set 
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Appendix 9 
Input parameters of the simulation model for the general surgery outpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  1.08% –   0.41% 
16.71% –   7.92% 
25.37% – 23.09% 
23.96% – 27.22% 
32.88% – 41.37% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
17416 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 10 
Input parameters of the simulation model for the urology outpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 
Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
14.09% –   6.28% 
10.58% –   5.60% 
13.62% – 10.79% 
21.79% – 26.14% 
39.92% – 51.19% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
16077 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 11 
Input parameters of the simulation model for the ear, nose and throat outpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
26.61% – 30.06% 
15.37% – 12.77% 
17.45% – 17.42% 
19.04% – 18.51% 
21.53% – 21.24% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
13777 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 12 
Input parameters of the simulation model for the ophthalmology outpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 
Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
17.04% – 15.06% 
  7.83% –   3.94% 
12.86% – 10.59% 
19.96% – 27.22% 
42.31% – 43.19% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
32659 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 13 
Input parameters of the simulation model for the oral surgery outpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
10.68% –   3.92% 
28.23% – 17.34% 
18.79% – 17.25% 
18.18% – 22.35% 
24.12% – 39.14% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
9127 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 14 
Input parameters of the simulation model for the anaesthetics outpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 
Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  5.95% –   5.84% 
28.41% – 14.54% 
16.38% – 20.63% 
14.09% – 23.20% 
35.17% – 35.79% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
12692 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 15 
Input parameters of the simulation model for the general medicine outpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  0.63% –   0.28% 
16.57% – 16.55% 
19.52% – 20.57% 
23.89% – 25.38% 
39.39% – 37.21% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
14519 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 16 
Input parameters of the simulation model for the gastroenterology outpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 
Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  0.39% –   0.09% 
18.38% – 19.05% 
22.04% – 23.25% 
25.58% – 27.16% 
33.61% – 30.45% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
8195 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 17 
Input parameters of the simulation model for the clinical haematology outpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  0.18% –   0.10% 
  8.23% –   7.94% 
12.36% – 14.79% 
21.33% – 23.54% 
57.90% – 53.63% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
10515 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 18 
Input parameters of the simulation model for the cardiology outpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 
Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  0.10% –   0.01% 
  8.60% –   4.30% 
16.77% – 10.05% 
26.85% – 25.14% 
47.68% – 60.50% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
11078 

 
 
 

Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 
 

HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 19 
Input parameters of the simulation model for the dermatology outpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
10.02% –   6.27% 
19.31% – 17.40% 
16.97% – 18.33% 
19.80% – 20.38% 
33.90% – 37.62% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
12689 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service  
 
Appendix 20 
Input parameters of the simulation model for the neurology outpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  0.16% –   0.09% 
23.44% – 19.76% 
25.09% – 22.91% 
23.92% – 24.93% 
27.39% – 32.31% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
4885 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 21 
Input parameters of the simulation model for the rheumatology outpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  0.26% –   0.04% 
15.02% –   9.47% 
27.13% – 21.69% 
31.50% – 34.14% 
26.09% – 34.66% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
7097 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 22 
Input parameters of the simulation model for the paediatrics outpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 
Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
98.55% – 94.11% 
  1.45% –   5.89% 
  0.00% –   0.00% 
  0.00% –   0.00% 
  0.00% –   0.00% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
10673 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 23 
Input parameters of the simulation model for the obstetrics outpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  0.25% –   0.10% 
76.27% – 82.61% 
21.25% – 16.98% 
  1.13% –   0.17% 
  1.10% –   0.14% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
52839 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 24 
Input parameters of the simulation model for the gynaecology outpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 
Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  0.49% –   0.30% 
51.09% – 59.18% 
30.04% – 26.78% 
11.15% –   6.88% 
  7.23% –   6.85% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
20702 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 25 
Input parameters of the simulation model for clinical oncology outpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  0.12% –   0.01% 
  0.99% –   0.69% 
  9.28% – 13.64% 
30.17% – 32.40% 
59.44% – 53.26% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
8008 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 26 
Input parameters of the simulation model for the others outpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. First referral 
2. Follow up referral 
 

- Daily number of referrals for the 
available period (2012/13) 
- Number of referrals from the 
forecasting method for the projected 
period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs 
   Revenue: 
   1. First attendance tariff  
   2. Follow up attendance tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 

Frequency distribution 
Frequency distribution 

Department of 
Health and 
Social Care 

(2013) 
Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 

        3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 

        5. Age group 5 (65+)   
  Distributions: 
     - Waiting time for first appointment 
     - Follow up number 
     - Length of period for follow up 
treatment 
 Total available outpatient clinic slots 
(per year): 

 
 

(First referral – Follow up referral) 
  9.24% –   4.25% 
  6.37% –   7.20% 
10.84% –   4.56% 
17.90% –   8.91% 
55.65% – 75.07% 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
7406 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 
Frequency distribution 

 
Frequency distribution 

 
Fixed 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 
HES dataset 

 
HES dataset 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 27 
Input parameters of the simulation model for the general surgery inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 
2. Non-elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 
  2. Non-elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 
Frequency distribution 
Frequency distribution 

 
Department of 

Health and Social 
Care (2013) 

Physical inputs 
    Number of beds 

 
88 

 
Fixed 

 
Local data 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 
     - Length of stay 

 
 

(Elective – Non-elective) 
  0.53% –   5.41%  
  9.23% – 24.51% 

             18.48% – 19.44% 
29.11% – 18.42% 
42.65% – 32.22% 

 
Frequency distribution 

 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 

 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 

 
HES dataset 

Theatre inputs 
   - Total number of theatre 
procedure annual capacity 
       1. Elective 
       2. Non-elective 
   - What percentage of inpatient 
admissions end up having a 
surgery? 
       1. Elective 
       2. Non-elective 

 
 
 

1704 
2813 

 
 

 
44% 
34% 

 
 
 

Fixed 
Fixed 

 
 

 
Multinomial 
Multinomial 

 
 

 
Local data 
Local data 

 
 

 
Local data 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 28 
Input parameters of the simulation model for the urology inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 

 
 

(Elective) 
  5.80% 
  4.86% 

                     10.21% 
23.17% 
55.96%  

 
 

Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 

Theatre inputs 
   - Total number of theatre 
procedure annual capacity 
       1. Elective 
   - What percentage of inpatient 
admissions end up having a 
surgery? 
       1. Elective 

 
 
 

1867 
 
 

 
45% 

 
 
 

Fixed 
 
 

 
Multinomial 

 
 

 
Local data 

 
 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 29 
Input parameters of the simulation model for the ear, nose and throat inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 
Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 

 
 

(Elective) 
 50.76% 
17.92% 
13.43% 
10.15% 
  7.74% 

 
 

Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 30 
Input parameters of the simulation model for the ophthalmology inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 

 
 

(Elective) 
  4.55% 
  2.62% 

                       6.32% 
17.85% 
68.66% 

 
 

Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 

Theatre inputs 
   - Total number of theatre 
procedure annual capacity 
       1. Elective 
   - What percentage of inpatient 
admissions end up having a 
surgery? 
       1. Elective 

 
 
 

2314 
 

 
 

100% 

 
 
 

Fixed 
 

 
 

Multinomial 

 
 

 
Local data 

 
 
 

Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 31 
Input parameters of the simulation model for the oral surgery inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 
Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 

 
 

(Elective) 
 10.00% 
27.22% 

                     17.68% 
16.38% 
28.72% 

 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 32 
Input parameters of the simulation model for the general medicine inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 
2. Non-elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 
  2. Non-elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 
Frequency distribution 
Frequency distribution 

 
Department of 

Health and Social 
Care (2013) 

Physical inputs 
    Number of beds 

 
85 

 
Fixed 

 
Local data 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 
     - Length of stay 

 
 

(Elective – Non-elective) 
  0.16% –   0.01%  
10.55% – 12.55% 

             19.19% – 15.40% 
28.37% – 20.10% 
41.73% – 51.94% 

 
 

Frequency distribution 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 
HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 33 
Input parameters of the simulation model for the gastroenterology inpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. Elective 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 

 
 

(Elective) 
  0.10%  
11.87% 

                     19.19% 
26.72% 
42.12% 

 
 

Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
 
 
 
 
 
 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

215 
 

Appendix 34 
Input parameters of the simulation model for the clinical haematology inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 

 
 

(Elective) 
  0.00% 
 4.37% 

                     10.80% 
30.25% 
54.58% 

 
 

Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 35 
Input parameters of the simulation model for the cardiology inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 
2. Non-elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 
  2. Non-elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 
Frequency distribution 
Frequency distribution 

 
Department of 

Health and Social 
Care (2013) 

Physical inputs 
    Number of beds 

 
25 

 
Fixed 

 
Local data 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 
     - Length of stay 

 
 

(Elective – Non-elective) 
  0.00% –   0.00%  
  0.89% –   3.87% 

               8.19% – 10.05% 
29.42% – 21.67% 
61.50% – 64.41% 

 
Frequency distribution 

 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 

 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 

 
HES dataset 

Theatre inputs 
   - Total number of theatre 
procedure annual capacity 
       1. Non-elective 
   - What percentage of inpatient 
admissions end up having a 
surgery? 
       1. Non-elective 

 
 
 

28 
 

 
 

1.18% 

 
 
 

Fixed 
 

 
 

Multinomial 

 
 

 
Local data 

 
 
 

Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 36 
Input parameters of the simulation model for the medical oncology inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 

 
 

(Elective) 
  0.00% 
  1.82% 

                     10.75% 
33.72% 
53.71% 

 
 

Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 37 
Input parameters of the simulation model for the paediatrics inpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. Elective 
2. Non-elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 
  2. Non-elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 
Frequency distribution 
Frequency distribution 

 
Department of 

Health and Social 
Care (2013) 

Physical inputs 
    Number of beds 

 
16 

 
Fixed 

 
Local data 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 
     - Length of stay 

 
 

(Elective – Non-elective) 
97.99% – 99.66%  

2.01% – 0.34% 
               0.00% – 0.00% 

0.00% – 0.00% 
0.00% – 0.00% 

 
 

Frequency distribution 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 
HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 38 
Input parameters of the simulation model for the geriatric medicine inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Non-elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Non-elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 

Physical inputs 
    Number of beds 

 
111 

 
Fixed 

 
Local data 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 
     - Length of stay 

 
 

(Non-elective) 
  0.00% 
  6.71% 

                       8.48% 
11.91% 
72.90% 

 
Frequency distribution 

 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
Frequency distribution 

 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
HES dataset 

 
HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 39 
Input parameters of the simulation model for the obstetrics inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Non-elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Non-elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 
Physical inputs 
    Number of beds 

 
41 

 
Fixed 

 
Local data 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 
     - Length of stay 

 
 

(Non-elective) 
55.29% 
37.34% 

                       7.25% 
 0.07% 
 0.05% 

 
 

Frequency distribution 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 
HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 40 
Input parameters of the simulation model for the gynaecology inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 
2. Non-elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 
  2. Non-elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 
Frequency distribution 
Frequency distribution 

 
Department of 

Health and Social 
Care (2013) 

Physical inputs 
    Number of beds 

 
41 

 
Fixed 

 
Local data 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 
     - Length of stay 

 
 

(Elective – Non-elective) 
  0.35 % –   0.60%  
 31.69% – 77.95% 

              38.12% – 18.85% 
18.18% – 1.18% 
11.66% – 1.42% 

 
 

Frequency distribution 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 
HES dataset 

Theatre inputs 
   - Total number of theatre 
procedure annual capacity 
       1. Elective 
       2. Non-elective 
   - What percentage of inpatient 
admissions end up having a 
surgery? 
       1. Elective 
       2. Non-elective 

 
 
 

1802 
913 

 
 

 
100% 
33% 

 
 
 

Fixed 
Fixed 

 
 

 
Multinomial 
Multinomial 

 
 

 
Local data 
Local data 

 
 

 
Local data 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 41 
Input parameters of the simulation model for the clinical oncology inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 

 
 

(Elective) 
  0.00%  
  1.36% 

                     19.63% 
37.87% 
41.14% 

 
 

Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 

 
Appendix 42 
Input parameters of the simulation model for the radiology inpatient specialty 

Input parameters Estimates Distributions References 
Patient inputs 
1. Elective 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 

 
 
Frequency distribution 

Department of 
Health and Social 

Care (2013) 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 

 
 

(Elective) 
  1.81%  
14.11% 

                      27.19% 
25.83% 
31.06% 

 
 

Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 43 
Input parameters of the simulation model for the others inpatient specialty 

Input parameters Estimates Distributions References 

Patient inputs 
1. Elective 
2. Non-elective 
 

- Daily number of admissions for 
the available period (2012/13) 

- Number of admissions from the 
forecasting method for the 
projected period (2013/14) 

N/A 
 

N/A 

HES dataset 
 

N/A 

Financial inputs  
  Revenue: 
  1. Elective tariff 
  2. Non-elective tariff 

 
(2012/13 – 2013/14) 

Frequency distribution 
Frequency distribution 

 
 
Frequency distribution 
Frequency distribution 

 
Department of 

Health and Social 
Care (2013) 

Physical inputs 
    Number of beds 

 
91 

 
Fixed 

 
Local data 

Other inputs 
   Demographic features: 
     - Age groups 

1. Age group 1 (0 - 15) 
2. Age group 2 (16 - 35) 
3. Age group 3 (36 - 50) 
4. Age group 4 (51 - 65) 
5. Age group 5 (65+)   

  Distributions: 
     - Waiting time for first 
admission 
     - Length of stay 

 
 

(Elective – Non-elective) 
  0.10% –   9.33%  
10.55% – 17.73% 

             22.34% – 15.79% 
29.41% – 16.74% 
37.60% – 40.41% 

 
 

Frequency distribution 
Frequency distribution 

 
 

 
Multinomial 
Multinomial 
Multinomial 
Multinomial 
Multinomial 

 
 

Frequency distribution 
Frequency distribution 

 
 

 
HES dataset 
HES dataset 
HES dataset 
HES dataset 
HES dataset 

 
 

HES dataset 
HES dataset 

Theatre inputs 
   - Total number of theatre 
procedure annual capacity 
       1. Non-elective 
   - What percentage of inpatient 
admissions end up having a 
surgery? 
       1. Non-elective 

 
 

 
35 

 
 

 
0.40% 

 
 
 

Fixed 
 

 
 

Multinomial 

 
 

 
Local data 

 
 

 
Local data 

HES: Hospital episodes statistics, N/A: Not available, NHS: National Health Service 
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Appendix 44 

The integer linear programming for the forecasting-simulation-optimization approach 

 

 1 2 3 4 5 6 7 1 2 3 4 5 6 7 8 9Max DE DE DE DE DE DE DE DNE DNE DNE DNE DNE DNE DNE DNE DNE                          (A.1) 

 

 :Subject to  

 

100 ( 1 1.04 1 4.09) 85 1 365x DE x DNE x NB x                (A.2) 

100 ( 2 1.67 2 5.90) 85 2 365x DE x DNE x NB x                (A.3) 

100 ( 3 0.33 3 3.90) 85 3 365x DE x DNE x NB x                (A.4) 

100 ( 4 0.73 4 7.15) 85 4 365x DE x DNE x NB x                (A.5) 

100 ( 5 0.96 5 1.42) 85 5 365x DE x DNE x NB x                (A.6) 

100 ( 6 0.60 6 1.64) 85 6 365x DE x DNE x NB x                (A.7) 

100 ( 7 0.77 7 3.99) 85 7 365x DE x DNE x NB x                (A.8) 

100 ( 8 6.03) 85 8 365x DNE x NB x                 (A.9) 

100 ( 9 1.94) 85 9 365x DNE x NB x               (A.10) 

1 2 3 4 5 6 7 8 9 557NB NB NB NB NB NB NB N B NB                  (A.11) 

1 3468DE                          (A.12) 

2 3276DE                          (A.13) 

3 1469DE                          (A.14) 

4 972DE                          (A.15) 

5 264DE                          (A.16) 

6 1553DE                          (A.17) 

7 372DE                          (A.18) 

1 3360DNE                          (A.19) 

2 1536D N E                         (A.20) 

3 9004D N E                         (A.21) 

4 1224D N E                         (A.22) 

5 2196D N E                         (A.23) 

6 2147DN E                         (A.24) 

7 732D NE                          (A.25) 

8 7692D N E                         (A.26) 
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9 7320D N E                         (A.27) 

(1282 1) (3034 2) (1486 3) (2117 4) (1568 5) (1224 6) (784 7)

(2080 1) (3459 2) (2110 3) (2383 4) (1038 5) (1386 6)

(1629 7) (2280 8) (1636 9) 75063 ( 1 2

xDE xDE xDE xDE xDE xDE xDE

xDNE xDNE xDNE xDNE xDNE xDNE

xDNE xDNE xDNE x NC NC N

      
     
     3 4 5 6 7 8 9)

30752 ( 1 2 3 4 5 6 7 8 9)

C NC NC NC NC NC NC

x NN NN NN NN NN NN NN NN NN

      
       

     (A.28) 

 3 1 1.04 1 4.09 8 1 365x DE x DNE x NN x                     (A.29) 

 3 2 1.67 2 5.90 8 2 365x DE x DNE x NN x              (A.30) 

 3 3 0.33 3 3.90 8 3 365x DE x DNE x NN x              (A.31) 

 3 4 0.73 4 7.15 8 4 365x DE x DNE x NN x              (A.32) 

 3 5 0.96 5 1.42 8 5 365x DE x DNE x NN x              (A.33) 

 3 6 0.60 6 1.64 8 6 365x DE x DNE x NN x              (A.34) 

 3 7 0.77 7 3.99 8 7 365x DE x DNE x NN x              (A.35) 

 3 8 6.03 8 8 365x DNE x NN x               (A.36) 

 3 9 1.94 8 9 365x DNE x NN x               (A.37) 

 1 37.5 52 (20/60) 1 1.04 1 4.09NC x x DE x DNE x             (A.38) 

 2 37.5 52 (20/60) 2 1.67 2 5.90NC x x DE x DNE x             (A.39) 

 3 37.5 52 (20/60) 3 0.33 3 3.90NC x x DE x DNE x             (A.40) 

 4 37.5 52 (20/60) 4 0.73 4 7.15NC x x DE x DNE x             (A.41) 

 5 37.5 52 (20/60) 5 0.96 5 1.42NC x x DE x DNE x             (A.42) 

 6 37.5 52 (20/60) 6 0.60 6 1.64NC x x DE x DNE x             (A.43) 

 7 37.5 52 (20/60) 7 0.77 7 3.99NC x x DE x DNE x             (A.44) 

 8 37.5 52 (20/60) 8 6.03NC x x DNE x                    (A.45) 

 9 37.5 52 (20/60) 9 1.94NC x x DNE x                    (A.46) 
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1,  2,  3,  4,  5,  6,  7,

1,  2,  3,  4,  5,  6,  7,  8,  9,  

1,  2,  3,  4,  5,  6,  7,  8,  9,  

1,  2,  3,  4,  5,  6,  7,  8,  9,  

1,  2,  3,  4,  

DE DE DE DE DE DE DE

DNE DNE DNE DNE DNE DNE DNE DNE DNE

NB NB NB NB NB NB NB NB NB

NC NC NC NC NC NC NC NC NC

NN NN NN NN NN5,  6,  7,  8,  9NN NN NN NN Z 

        (A.47) 
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        Appendix 45 

        The results of the FSO approach for the Experiment 1 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3503 3697 84.28 61 20 20 

2 Trauma & Orthopaedics 3309 1552 83.81 48 16 16 

3 General Medicine 1484 9095 84.93 116 37 37 

4 Cardiology 982 1237 84.50 31 10 10 

5 Paediatrics 267 2218 84.83 11 4 4 

6 Gynaecology 1569 2169 82.17 15 5 5 

7 Others 376 740 80.75 11 4 4 

8 Geriatric Medicine - 7769 85.00 151 49 49 

9 Obstetrics - 7394 83.62 47 15 15 

Total 11490 35871 - 491 31 160 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

  Appendix 46 

  The results of the FSO approach for the Experiment 2 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3538 3734 83.75 62 20 20 

2 Trauma & Orthopaedics 3342 1567 84.63 48 16 16 

3 General Medicine 1499 9185 84.32 118 38 38 

4 Cardiology 992 1249 82.66 32 10 10 

5 Paediatrics 270 2240 78.54 12 4 4 

6 Gynaecology 1585 2190 82.97 15 5 5 

7 Others 380 747 81.52 11 4 4 

8 Geriatric Medicine - 7846 84.72 153 49 49 

9 Obstetrics - 7467 84.44 47 15 15 

Total 11606 36225 - 498 31 161 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 
 

 

 

 

 

 

 

 

 

 



Demand and Capacity Modelling of Acute Services Using Simulation and Optimization Techniques 
 

226 
 

        Appendix 47 

        The results of the FSO approach for the Experiment 3 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3573 3770 84.56 62 4 20 

2 Trauma & Orthopaedics 3375 1583 83.73 49 3 16 

3 General Medicine 1514 9275 84.43 119 7 38 

4 Cardiology 1002 1261 83.46 32 2 11 

5 Paediatrics 272 2262 79.30 12 1 4 

6 Gynaecology 1600 2212 83.79 15 1 5 

7 Others 384 754 82.29 11 1 4 

8 Geriatric Medicine - 7923 85.00 154 9 50 

9 Obstetrics - 7540 83.49 48 3 16 

Total 11720 36580 - 502 31 164 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

        Appendix 48 

        The results of the FSO approach for the Experiment 4 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3607 3807 84.03 63 4 20 

2 Trauma & Orthopaedics 3408 1598 84.54 49 3 16 

3 General Medicine 1528 9365 84.54 120 7 39 

4 Cardiology 1011 1273 84.25 32 2 11 

5 Paediatrics 275 2284 80.07 12 1 4 

6 Gynaecology 1616 2233 84.60 15 1 5 

7 Others 387 762 83.15 11 1 4 

8 Geriatric Medicine - 8000 84.72 156 9 50 

9 Obstetrics - 7613 84.30 48 3 16 

Total 11832 36935 - 506 31 165 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
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         Appendix 49 

         The results of the FSO approach for the Experiment 5 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3642 3843 84.83 63 21 21 

2 Trauma & Orthopaedics 3440 1613 83.62 50 16 16 

3 General Medicine 1543 9455 84.65 121 39 39 

4 Cardiology 1021 1286 82.53 33 11 11 

5 Paediatrics 278 2306 80.85 12 4 4 

6 Gynaecology 1631 2255 80.08 16 5 5 

7 Others 391 769 83.92 11 4 4 

8 Geriatric Medicine - 8077 84.99 157 51 51 

9 Obstetrics - 7686 83.37 49 16 16 

Total 11946 37290 - 512 31 167 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

         Appendix 50 

         The results of the FSO approach for the Experiment 6 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3677 3880 84.30 64 21 21 

2 Trauma & Orthopaedics 3473 1629 84.44 50 16 16 

3 General Medicine 1558 9545 84.75 122 39 39 

4 Cardiology 1031 1298 83.30 33 11 11 

5 Paediatrics 280 2328 81.61 12 4 4 

6 Gynaecology 1647 2276 80.84 16 5 5 

7 Others 395 776 84.69 11 4 4 

8 Geriatric Medicine - 8154 84.72 159 51 51 

9 Obstetrics - 7760 84.17 49 16 16 

Total 12061 37646 - 516 31 167 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
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         Appendix 51 

         The results of the FSO approach for the Experiment 7 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3711 3917 83.79 65 21 21 

2 Trauma & Orthopaedics 3506 1644 83.56 51 16 16 

3 General Medicine 1572 9635 84.85 123 40 40 

4 Cardiology 1041 1310 84.07 33 11 11 

5 Paediatrics 283 2350 82.39 12 4 4 

6 Gynaecology 1662 2298 81.61 16 5 5 

7 Others 399 784 78.43 12 4 4 

8 Geriatric Medicine - 8231 84.99 160 51 51 

9 Obstetrics - 7833 84.97 49 16 16 

Total 12174 38002 - 521 31 168 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

         Appendix 52 

         The results of the FSO approach for the Experiment 8 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3746 3953 84.57 65 4 21 

2 Trauma & Orthopaedics 3539 1659 84.33 51 3 17 

3 General Medicine 1587 9725 84.96 124 7 40 

4 Cardiology 1050 1322 84.84 33 2 11 

5 Paediatrics 286 2372 83.17 12 1 4 

6 Gynaecology 1678 2319 82.36 16 1 5 

7 Others 402 791 79.12 12 1 4 

8 Geriatric Medicine - 8308 84.72 162 9 52 

9 Obstetrics - 7906 84.04 50 3 16 

Total 12288 38355 - 525 31 170 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
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         Appendix 53 

         The results of the FSO approach for the Experiment 9 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3781 3990 84.07 66 4 21 

2 Trauma & Orthopaedics 3571 1675 83.49 52 3 17 

3 General Medicine 1602 9815 84.38 126 7 40 

4 Cardiology 1060 1335 83.15 34 2 11 

5 Paediatrics 288 2394 83.93 12 1 4 

6 Gynaecology 1693 2341 83.13 16 1 5 

7 Others 406 798 79.83 12 1 4 

8 Geriatric Medicine - 8385 84.98 163 9 52 

9 Obstetrics - 7979 84.82 50 3 16 

Total 12401 38712 - 531 31 170 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

       

                     Appendix 54 

         The results of the FSO approach for the Experiment 10 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3815 4026 84.82 66 4 21 

2 Trauma & Orthopaedics 3604 1690 84.24 52 3 17 

3 General Medicine 1616 9905 84.48 127 7 41 

4 Cardiology 1070 1347 83.90 34 2 11 

5 Paediatrics 291 2416 84.71 12 1 4 

6 Gynaecology 1709 2362 83.89 16 1 6 

7 Others 410 806 80.63 12 1 4 

8 Geriatric Medicine - 8462 84.73 165 9 53 

9 Obstetrics - 8052 83.92 51 3 17 

Total 12515 39066 - 535 31 174 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
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         Appendix 55 

         The results of the FSO approach for the Experiment 11 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3850 4063 84.32 67 4 22 

2 Trauma & Orthopaedics 3637 1705 83.40 53 3 17 

3 General Medicine 1631 9995 84.59 128 7 41 

4 Cardiology 1079 1359 84.65 34 2 11 

5 Paediatrics 294 2438 78.91 13 1 4 

6 Gynaecology 1724 2384 84.66 16 1 6 

7 Others 413 813 81.32 12 1 4 

8 Geriatric Medicine - 8539 84.98 166 9 53 

9 Obstetrics - 8126 84.69 51 3 17 

Total 12628 39422 - 540 31 175 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

 

         Appendix 56 

         The results of the FSO approach for the Experiment 12 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3885 4100 83.84 68 4 22 

2 Trauma & Orthopaedics 3670 1721 84.17 53 3 17 

3 General Medicine 1646 10085 84.69 129 8 41 

4 Cardiology 1089 1371 82.96 35 2 11 

5 Paediatrics 296 2460 79.61 13 1 4 

6 Gynaecology 1740 2405 80.39 17 1 6 

7 Others 417 820 82.03 12 1 4 

8 Geriatric Medicine - 8616 84.73 168 9 54 

9 Obstetrics - 8199 83.80 52 3 17 

Total 12743 39777 - 547 32 176 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
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         Appendix 57 

         The results of the FSO approach for the Experiment 13 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3919 4136 84.58 68 4 22 

2 Trauma & Orthopaedics 3702 1736 84.90 53 3 17 

3 General Medicine 1660 10175 84.78 130 8 42 

4 Cardiology 1099 1384 83.74 35 2 11 

5 Paediatrics 299 2482 80.33 13 1 4 

6 Gynaecology 1755 2427 81.12 17 1 6 

7 Others 421 828 82.83 12 1 4 

8 Geriatric Medicine - 8692 84.97 169 9 54 

9 Obstetrics - 8272 84.55 52 3 17 

Total 12855 40132 - 549 32 177 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

          Appendix 58 

          The results of the FSO approach for the Experiment 14 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3954 4173 84.10 69 4 22 

2 Trauma & Orthopaedics 3735 1752 84.09 54 3 18 

3 General Medicine 1675 10265 84.88 131 8 42 

4 Cardiology 1109 1396 84.47 35 2 12 

5 Paediatrics 301 2504 81.03 13 1 4 

6 Gynaecology 1771 2448 81.83 17 1 6 

7 Others 425 835 83.54 12 1 4 

8 Geriatric Medicine - 8769 84.72 171 10 55 

9 Obstetrics - 8345 83.69 53 3 17 

Total 12970 40487 - 555 33 180 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
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         Appendix 59 

         The results of the FSO approach for the Experiment 15 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3989 4209 84.83 69 4 22 

2 Trauma & Orthopaedics 3768 1767 84.82 54 3 18 

3 General Medicine 1690 10355 84.98 132 8 42 

4 Cardiology 1118 1408 82.83 36 2 12 

5 Paediatrics 304 2526 81.74 13 1 4 

6 Gynaecology 1786 2470 82.55 17 1 6 

7 Others 69 842 85.00 11 1 4 

8 Geriatric Medicine - 8846 84.97 172 10 55 

9 Obstetrics - 8418 84.42 53 3 17 

Total 12724 40841 - 557 33 180 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

       Appendix 60 

       The results of the FSO approach for the Experiment 16 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3886 4246 85.00 69 4 22 

2 Trauma & Orthopaedics 2994 1782 85.01 50 3 18 

3 General Medicine 1600 10445 85.00 133 8 43 

4 Cardiology 967 1420 85.00 35 2 12 

5 Paediatrics 307 2548 82.46 13 1 4 

6 Gynaecology 1802 2491 37.73 17 1 6 

7 Others 431 850 85.01 12 1 4 

8 Geriatric Medicine - 8923 84.72 174 10 56 

9 Obstetrics - 8492 83.58 54 3 18 

Total 11987 41197 - 557 33 183 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
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         Appendix 61 

         The results of the FSO approach for the Experiment 17 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 4039 4283 85.00 70 4 23 

2 Trauma & Orthopaedics 2008 1798 85.00 45 3 18 

3 General Medicine 1719 10535 84.53 135 8 43 

4 Cardiology 1138 1433 84.30 36 2 12 

5 Paediatrics 309 2570 83.16 13 1 4 

6 Gynaecology 1818 2512 37.50 17 1 6 

7 Others 395 857 85.01 12 1 4 

8 Geriatric Medicine - 9000 84.96 175 10 56 

9 Obstetrics - 8565 84.30 54 3 18 

Total 11426 41553 - 557 33 184 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

         Appendix 62 

         The results of the FSO approach for the Experiment 18 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 4093 4319 84.59 71 4 23 

2 Trauma & Orthopaedics 1026 1813 85.00 40 3 18 

3 General Medicine 1734 10625 84.63 136 8 44 

4 Cardiology 1147 1445 85.00 36 2 12 

5 Paediatrics 312 2592 83.88 13 1 4 

6 Gynaecology 1833 2534 37.25 17 1 6 

7 Others 358 864 85.00 12 1 4 

8 Geriatric Medicine - 9077 84.72 177 10 56 

9 Obstetrics - 8638 83.48 55 3 18 

Total 10503 41907 - 557 33 185 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
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         Appendix 63 

         The results of the FSO approach for the Experiment 19 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 4050 4356 85.00 71 4 23 

2 Trauma & Orthopaedics 602 1828 85.01 38 3 18 

3 General Medicine 1749 10715 84.72 137 8 44 

4 Cardiology 1030 1457 85.00 36 2 12 

5 Paediatrics 315 2614 84.60 13 1 4 

6 Gynaecology 1807 2555 36.99 17 1 6 

7 Others 317 872 85.01 12 1 4 

8 Geriatric Medicine - 9154 84.96 178 10 57 

9 Obstetrics - 8711 84.18 55 3 18 

Total 9870 42262 - 557 33 186 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

         Appendix 64 

         The results of the FSO approach for the Experiment 20 

Code Name NDEP NDNEP BOR NB NC NN 

1 General surgery 3610 4392 85.00 70 4 23 

2 Trauma & Orthopaedics 174 1844 85.01 36 3 18 

3 General Medicine 1763 10805 84.81 138 8 44 

4 Cardiology 912 1469 85.00 36 2 12 

5 Paediatrics 303 2636 85.02 13 1 4 

6 Gynaecology 1747 2577 36.76 17 1 7 

7 Others 281 879 85.01 12 1 4 

8 Geriatric Medicine - 9231 84.72 180 10 57 

9 Obstetrics - 8784 84.89 55 3 18 

Total 8790 42617 - 557 33 187 

BOR: Bed occupancy rate, NB: Number of beds, NC: Number of Consultants, NDEP: Number of discharged 
elective patients, NDNEP: Number of discharged non-elective patients, NN: Number of nurses 
 

 


