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Abstract

In an open distributed system, resources must be shared among various users.
Security is one of the major issues in designing such a system. When a computer
system is connected to a network, it is very important to ensure that the computer
has the ability to manage its local resources securely. In this position paper, we
will demonstrate that current computer architectures do give malicious users ways
to penetrate computer systems and hence access the system or other user’s secrets
which are supposed to be well protected. We also propose some possible solutions to
counterattack such security threats either at hardware or software level. The impacts
of such mechanisms to system hardware and software are also discussed.

1 Introduction

Computers that are connected to computer networks enable users to utilise various facilities
offered by others. A user on a computer can request services provided by other entities or
share resources with other users in a distributed system. But security requirements must
be enforced in a truly open distributed system. Generally each individual computer system
is assumed to be responsible for maintaining its own local resources. This means that user
information in a computer system must be protected from any unauthorised access. Be-
cause the network connections between individual computer systems are usually insecure,
i.e. communications over the network are liable to suffer from passive or active attacks as
well as data transmission errors and failures, various security mechanisms, such as cryp-
tographic algorithms, are used to provide secure communication links between computer
systems [1].

In an open distributed system, all messages passed between the peer communication
entities must be authentic and secure, which includes not only message transmission over




the computer network but also message processing inside both local and remote computer
systems. From a user’s point of view, the damage to him caused by security breaches
is the same no matter where attacks take place, either during the message transmission
or the message processing inside a computer system. To realise the resource sharing,
users should have some degree of assurance that their assets shall not be abused while
they navigate in the open distributed system. Some security models for open distributed
systems do exist [3, 6, 7] whereas each computer system is usually assumed to be competent
for managing and protecting its resources and computing environment within its boundary
provided that the computer hardware and system software, e.g. the operating system, are
in right place and functioning correctly.

But in this paper we will only discuss issues related to how securely a conventional com-
puter system, which is connected into an open distributed system, preserves the resources
that are under its control. In fact we will demonstrate that current computer architectures
do not exclude malicious users from unauthorised access to resources managed by a com-
puter system. This will make secret information like user passwords and cryptographic
keys most vulnerable to attackers. Some counterattack mechanisms are also proposed. In
order to implement these mechanisms, it is likely that some extra hardware components
are required to avoid such security threats.

2 Secure computing environment

In an open distributed system, computer systems are usually available to public, i.e. users
have unsupervised access to the equipment. The computers are assumed to be tamperproof,
which means that their integrated hardware components such as CPU, RAM and ROM
can hardly be changed or subverted without anybody else notice or suspicion. At any time
each computer system can be rebooted and loaded with new software code from an archive
which could be either locally available or over the network. A protocol is proposed in [4] for
securely booting a computer in an open distributed environment. As long as the booting
process succeeds, the computer is believed to be solely under the control or surveillance
of the correctly loaded software code, e.g. an operating system kernel. For a single-user
computer system such as a PC, a computing environment for the user who initiates the
booting is then established. In the case of a multi-user computer system which ranges
from a UNIX workstation to a very large time-sharing system, each subsequent user of the
computer system is allocated a subsystem, e.g. a virtual machine, as the user’s computing
environment. We assume that users, when they log into the multi-user computer system,
reasonably believe that the superuser or system administrator who initiates the booting
process is honest and the loaded operating system functions correctly. The problem of how
to login to a remote computer system securely is discussed in [2].

Each user of a computer system now and then requires part or whole of his computing
environment to be “closed” to other entities. A “closed” sub-environment, which can exist
for very short time or last a whole session, is used to store its user’s secret information such
as his password and to carry out sensitive activities such a key generation. The resources




inside a closed environment should not be accessed from other entities either deliberately
or accidently. How to realise such a closed secure environment in a computer system
which is connected to an open distributed system? Provided that the system hardware!
functions correctly, it can be done by setting the program counter to a trusted program
address and disabling any other interrupts or untrusted hardware components such as DMA
communications. If the computer system such as a UNIX workstation is not solely used by
a single user, these interrupt handling activities may not be disabled in order to favour one
user. In these cases the untrusted activities must be under the control or surveillance of
some trusted entities such as the interrupt handlers so that the user’s closed environments
will not be compromised. Generally, it is assumed that in a conventional single computer
environment computer security can be effectively enforced purely through the operating
system running on the computer system concerned. High levels of security can be achieved
purely through careful construction of the operating system software [5]

For example, Lomas and Christianson [4] discuss the issue of securely booting a relat-
ively stateless computer system connected to a network in a potentially hostile environment.
Since the computer is used only by the booting procedure initiator, the closed secure com-
puting environment means that the program counter is set to a fixed address in ROM from
which the booting procedure starts and all interrupt handling mechanisms are disabled.
Then the user password can be input and used to check the correctness of booting code
which is loaded over the network. If the booting code is error-free, the password will be
erased and the control will be transferred to the secure booting code.

It is easy to think of other examples in which such closed secure environments are
required in order for users to carry out sensitive activities.

1. A user is asked to sign a document using public key cryptographic algorithm. The
user’s private key must be kept secret at all time, and the document integrity must
be preserved while the signature is calculated.

2. When a user sets up a connection to a server, a closed environment must be set up
in order to generate a new session key and to maintain the key confidentially during
the whole session.

3. When a user intends to send a message, a closed environment is required from the
time when the message starts to be created until the message is encrypted.

Our question is like this: is such a closed computing environment set up in a conven-
tional computer system really secure, i.e. can the environment really enforce confidentiality
or integrity to the information inside it? From the following discussion we will see that
in most cases the answer to the question is no unless some special designed mechanism is
employed in the computer system.

!Here we mean the basic hardware components inside a computer “box”, such as CPU, ROM and
RAM. It does not include removable disk drivers or other external peripheral devices.




3 Interrupt and handling mechanisms

The problem comes from interrupts and their handling mechanisms in a computer system.
In the real world, not all interrupt signals to a computer system are processed by software.
In fact some interrupt handling mechanisms are implemented at hardware level, which
cannot be disabled under any circumstances, e.g. a power failure interrupt handler. Some
interrupt events like power failures are so fatal to a computer system that they must
be responded to immediately. Actually in almost all computer systems those interrupt
handling mechanisms are implemented at hardware level to speed up the processing time
because for example after a power crash signal is detected, the time available to a computer
system to process the event is very short (probably a few instruction cycles) before the
computer system is shut down. Under current computer architectures, when those fatal
and urgent interrupt events occur, the whole current computer state is automatically saved
with the help of some hardware components to somewhere permanent such as on a hard
disk. Of course the state includes all the system and user’s running process information
so that the computer state can be recovered and all the process in the computer system
can continue from the exact points where they were interrupted after power supply to the
computer system is restored. In some cases users of a computer system may even not be
aware that the power supply to the computer system was just shut down and restored again
but all information in every user’s environments has “safely” been dumped to somewhere
on a hard disk.

Even if every computer system is tamper-proof, it should relatively be easy for someone
to cut the power supply to a computer system and force the system to download its state
information on a hard disk. There must exist some ways that other authorised users
are able to access the downloaded information since all computer systems are assumed
to be accessible to public. For example, the hard disk might be connected to an open
network or can be replaced by someone who pretends to be a repairman. As a result,
the information inside a user’s closed environment in a computer system is not “closed”
and secure any more if the environment happens to be downloaded. Beware that the
mechanisms by which a computer system handles these interrupt events are determined
by its architecture, so usually there is no way to change it through reconstruction of the
operating system software.

4 Security threats

Now we see that a closed environment for a user is not so closed and secure as it is
supposed to be. Obviously no advanced technology is required for an attacker to access the
downloaded information on a hard disk, i.e. to penetrate a user’s closed environment. The
consequences of the security breaches can be classified into two categories, i.e. information
confidentiality violation and integrity violation.

An attacker can copy the downloaded computer system state information and search
some user’s environment for secrets, which violates the information integrity policy. For




example, by this means an attacker may steal a user’s plain text password if he can suc-
cessfully get the user’s login process information. Encryption keys, even user private keys,
can also be comprised in the same way if they are stored in such closed environments.

Alternatively, an attacker can subvert a user’s closed environment by changing the
downloaded system state information before the information is used to restore the computer
system state. Examples of this kind of integrity violation are easy to list. Malicious users
can change other user’s program, document and even cryptographic keys without their
owner’s notice.

We assumed that computer systems in an open distributed system can be accessed by
users without supervision. With current computer architectures a user can hardly prevent
other untrusted entities from accessing his secret information stored in a computer system
which is connected to a network. It will be extremely dangerous if, in the event of a
fatal and urgent interrupt like a power failure to a computer system which implements its
handling mechanisms at hardware level, the current computer system state is automatically
dumped on a hard disk and restored from the information on the hard disk later without
anyone’s awareness.

5 Counterattack mechanisms

In this section we will discuss various ways to counterattack above security threats to user’s
closed environments and investigate their advantages and disadvantages.

5.1 Rolling back

An easy and efficient way to avoid integrity breaches is for each user to roll back his
computation to a point which he is willing to trust in the event of a power failure interrupts.
In the worst case, a user can abort all his processes. For example, if the secure booting
procedure proposed in [4] was interrupted, the booting initiator could always re-start the
process from its very beginning. If a user process is suspended after a document and its
checksum have been received but not been verified yet, the user can ask a new copy of the
document and its checksum when his process is resumed.

A lot of literature has been published to discuss techniques for transaction rolling-back.
Our problem is that how to let each current user of a computer know that the system is
crashed and there exists a security threat to their processes. Current computer architec-
tures and operating system design strategies tend to make interrupt handling mechanisms
transparent to user and other unrelated processes. But if it is a power crash interrupt that
causes a computer system to shut down, it might not be very difficult to let the current
users know it when the system is recovered. Such as users can detect that the computer
system is not in operation, a superuser or system administrator can tell all current users in
person, or a piece of special code can be put into the booting code, which will be invoked
as the system is recovered, to inform each current running processes. However the rolling
back techniques can only be used to protect the information integrity.




It will be unacceptable for a process to roll back every time it is interrupted?. Since
the operating system kernel is still running and is trusted in most cases, usually the kernel
can do something to protect the interrupted process, e.g. to encrypt the process before it
is saved on a hard disk. But the operating system kernel may not be able to encrypt the
process which is subject to schedule out, e.g. the time between an urgent interrupt signal
arrival and the response is not long enough for the kernel to encrypt the process. We will
discuss this later as it is also related to maintaining the confidentiality policy.

5.2 Special dump location

If all users of a computer system accept the condition that their processes can be aborted
abruptly at the system’s discretion®, both the confidentiality and integrity of user inform-
ation can be easily preserved. We need just ban the computer system state dumping from
those fatal and urgent interrupt handling mechanisms. It may require slight modification
to the computer system hardware. Alternatively, we can always redirect the system state
dumping to a dummy location or device, e.g. /dev/null in a UNIX workstation.

But for most computer users, the interrupt handling mechanisms are still required to
make processes run continually even in the event of power crashes. A special storage device
could be attached to a computer system to save the system state. The requirement to the
device is that only the trusted authorities such as recovery process are able to access the
system state information only for system recovery purpose. A fixed internal hard disk in
a computer system plus a carefully designed operating system kernel might satisfy this
requirement. This is also a solution to the problem in Section 5.1.

We should also bear in mind that it is impossible to have one such device for several
computer systems because of untrusted network connections. This certainly complicates
the system design. Furthermore, a generally accepted philosophy for security is that a
user will only trust an entity while he is using its services. When a computer system is
recovered from a power crash, the running operating system kernel or the superuser who
is responsible for the recovery may not be trusted by some of the original users, i.e. it is
hard to safeguard a device in an open environment for long time.

5.3 Extra hardware components

We can also preserve the information confidentiality and integrity stored in a computer
system if we are able to modify the design of current computer architectures. An obvious
strategy is to make sure that some RAM segment or registers in a computer system will
never be dumped by the fatal and urgent interrupt handling hardware components. One
way to implement this strategy is that two registers are added to a computer system

2In a time-sharing system, every process will be scheduled out after it occupies the GPU for a period
of time.

3For example in most cases a user on a single-user system like a PC would rather have his processes
aborted than take a risk that his secrets will be compromised.




and are used to tell the hardware components which area of the memory contains secret
information and should not be downloaded to a hard disk in the event of emergency.

This will make the recovery process difficult since all secret information will be lost when
a power failure event occurs. But it might be still acceptable for some user processes, e.g.
a session key between a user and a remote entity would be discarded even if it could be
recovered because the connection terminates for some protocols in the event of a power
failure interrupt. Alternatively, each user can input his secrets such as his password again,
or some rolling back techniques can be used to recover the affected processes.

Another disadvantage of this strategy is that the size of the segment used to keep secret
information is dynamic and variable. For some processes maybe only a user password or
cryptographic keys need to be put in the segment, but it is quite possible for a process to
put a large document or even the process itself in the segment. The secret information of
all processes must be kept in the segment at all times.

5.4 Software solution

A software solution to ensure the information confidentiality and integrity might be also
possible, but it probably still needs some hardware support. When a fatal and urgent
interrupt event such as a power failure to a computer system occurs, each process in the
computer system will have all its secret information erased or encrypted before the control
is transferred to a interrupt handler. It could be done by either the process itself or
some entity in the operating system, but the latter seems more appropriate. Since it is
the nature of an interrupt event that determines how quickly the computer system must
respond, the total processing time for secret information deletion or encryption must be
kept to a minimum. A feasible implementation method of this software solution might
be for each process’s secret information to be encrypted well in advance of any fatal and
urgent interrupts, i.e. to be encrypted whenever the process is suspended.

The real difficulty to this solution is that in the event of a fatal and urgent interrupt
how can the current running process have its secrets erased or encrypted. First, is the time
available for the operations long enough? Second, if the answer to the first question is yes,
how can the entity which does the job be invoked? As the interrupt handling mechanism is
implemented at hardware level of a computer system, the entity must know the interrupt
event in advance. It can hardly be realised unless the entity is a part of the interrupt
handling mechanism.

We must also solve another problem: who encrypts the entity’s encryption key? Well, it
can be encrypted with another (either secret or public) key in the operating system kernel
when this entity is created. As the recovery process is in progress, the superuser or system
administrator can then input the key again. However the entity’s key must be destroyed
while the current running process’s secret information is erased or encrypted®.

4To encrypt a key with the key itself is not a good idea and it is against the key management policy.




6 Discussion

We could also design a hybrid strategy from what has been discussed in Section 5. For
example, an entity is created in the operating system to encrypt all secret information of
suspended processes and a special segment keeps the entity’s encryption key and the secret
information of the current running process. When a power failure interrupt occurs, the
interrupt handling hardware components will dump all the current system state except the
secret information in the special segment. To recover the system state, the entity has to
regain its key from input or other secure channels, and the current running process can
always be rolled back to the last time it is suspended.

It depends on the user and system requirements and the computing environment to
choose which mechanism is used to make user’s closed environment really secure. For a
small computer system, dumping the computer state to a dummy file sounds a simple and
efficient way to maintain user’s information confidentiality and integrity. To realise other
strategies, some extra hardware components are required to be added to a computer system,
and at the same time the operating system and other system software may need some
modification. However for a large time-sharing system, recoverability seems essential to its
users. From our discussion, the modification is likely to affect a large part of the computer
system, including both hardware and software. Transaction rolling back techniques are
old topics in both database systems and distributed systems. We have not discussed how
these techniques can be applied here yet although they are very important.

Another aspect that we have not included in this paper is the impact of these strategies
to a user programming environment. A user interface should be created for each user
to specify which information has to be put in his closed environment, i.e. the special
segment, and to let the operating system kernel know where this environment is. As a
result, probably current programming languages, compilers or operating systems have to
be modified to cope with it.

7 Summary

Contrary to most people’s belief a computer system which is accessible to public is not
secure even if the operating system and other system software that are running in the
system are honest and capable of managing resources within the system, i.e. the system
software is trusted by its users. Current computer system architectures to handle some
exception events enable malicious users to access secret information which they should not
be able to. Actually no advanced technology is required to do it. Some mechanisms have
to be devised to make sure that the system environment is really secure. In this paper, we
have discussed various approaches to eliminate such security threats to computer systems.
Various facts influence the decision on which one is chosen to suit a computer system. In
depth analysis is planned as our future work.
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