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Abstract

A comprehensive ‘operational’ evaluation of the perforgeaf the Community Multiscale Air Quality (CMAQ) modellirgystem
version 4.6 was conducted in support of pollution assessimehe UK for the calendar year 2003. The model was run onipielt
grids using one-way nests down to a horizontal resolutidinasass km over the whole of the UK. The model performance was evalu-
ated for pollutants with standards and limit valuegy(Os, PM; o) and acid deposition speciesd.NH3, SO?[, NO3, NHj{) against
data from operational national monitoring networks. Thg fgerformance characteristics of the modelling system vi@red to be
variable according to acceptance criteria and to dependedtype €.g.urban, rural) and location of the sites, as well as on the tifme
the year. As regards the techniques that were used for ‘ipeat evaluation, performance generally complied widpected levels
and ranged from goock(g.Os, SOZ‘) to moderated.g.PM;o, NO;'). At a few sites low correlations and large standard dewiti
for some speciese(g. SO:) suggest that these sites are subject to local facegstopography, sources) that are not well described
in the model. Overall, the model tends to over predigtddd under predict aerosol species (excepi'SpDiscrepancies between
predicted and observed concentrations may be due to awafi@itertwined factors, which include inaccuracies in eweblogical
predictions, chemical boundary conditions, temporalalality in emissions, and uncertainties in the treatmengas and aerosol

chemistry. Further work is thus required to investigaterdspective contributions of such factors on the predictettentrations.

Keywords: Air quality; Numerical simulation; Model performance; Hvation
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1. Introduction

In Europe, pollutants released into the environment areladed under the European Community (EC)
Directive 96/61/EC, which covers integrated pollutionyanetion and control. Air pollutants such as sul-
phur dioxide (S®@), nitrogen oxides (N¢), volatile organic compounds (VOCs) and particulate nmatte
(PM) smaller tharl0 pm in aerodynamic diameter (P, which are emitted particularly from industrial
sources, fall under these control regimes. Regulationeddlpollutants is necessary to minimize their ad-
verse impact on air quality, and the environment as a whelgyiring accurate and realistic assessment.
As an example, N@and VOCs under the action of sunlight can lead to the creafi@zone (Q). Nitric
oxide (NO) can be oxidized into harmful nitrogen dioxide (N®y reacting with Q. Pollutants such as
NO,, O3, VOCs .g.Benzene) and PN are all harmful to human health and thus are subjected td limi

values specified by the EC Directive 2008/50/EC on ambiemality and cleaner air for Europe.

Emissions of S@, NOx and PM, from sources, such as power stations, petroleum refinanestael-
works, are controlled by the EC Directive 2001/80/EC on thetation of emissions of certain pollutants
into the air from large combustion plants. As a result of stmihitrols it is hoped that the harm to people and
damage to the environment will be reduced. Specificallyréldeiction in emissions should lead to reduced
environmental impact including ground-level @nd deposition of pollutants. Also, specific measures are
often taken at national levels to comply with EC obligatiansl potentially further reduce pollution levels,
as is the case in the UK under the National Air Quality Strat@dKk Department for Environment, Food
and Rural Affairs (Defra), 2007). On a broader scale, as gltihe Convention on Long-Range Trans-
boundary Air Pollution, the main pollutants associatedwridustrial sources (namely, S(NOy, VOCs,
and ammonia (Nki)) are subjected to emission ceilings set for 2010 in the 188thenburg Protocol to
abate acidification, eutrophication and ground-level Specific sources, such as combustion plants and
electricity power stations, are controlled by the protabobugh strict emission limit values.

Numerical models play a key role in assessing the contobudf regulated sources to regional air qual-
ity. Examples of recent applications in the UK include therkgoby Abbottet al. (2006) and Yuet al.
(2007). Some of the most challenging air quality problemslive complex multi-pollutant and multi-scale
interactions and coupling between atmospheric chemisilydgnamics. This is reflected through the com-
plex non-linear relationships between emissions, chdrremasformations and transport mechanisms with
the added dimension of contributions from surrounding amdjdrange transport sources. In his review of

plume chemistry, Hewitt (2001) concluded that comprehenair quality models are eventually more ap-

* Corresponding author. Teltd1707286143; fax: 441707284208.
E-mail addressc.chemel@bherts.ac.uk (C. Chemel).
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propriate than simpler modelling approaches because #regiacount for non-linear interactions involving

multiple pollutants and multiple scales.

A number of simple air quality models, including the Fine 8ason Atmospheric Multi-pollutant Ex-
change (FRAME) model (Singlext al,, 1998), the Hull Acid Rain Model (HARM, Metcalfet al., 2005),
and the Trajectory model with Atmospheric Chemical Kine{it RACK, Leeet al, 2000), have been ap-
plied to the UK to estimate sulphur and nitrogen deposifidrese models were found to give a reasonable
representation of annual average measured values for gameaosol concentrations in air as well as wet
deposition (Doreet al, 2007). They have also been successfully applied to estifnaire changes in sul-
phur and nitrogen deposition and exceedance of criticaldda support policy on abatement of pollutant
emissions (Metcalfet al., 2001; Matejkoet al,, 2009), and deposition from regulated emissions sources
(Abbottet al,, 2006; Viencet al,, 2009a). Simple models with a fast simulation speed alsr tife opportu-
nity for multiple simulations for use in integrated assesshmodelling (Oxleet al,, 2003) and uncertainty

studies (Paget al, 2004).

A major disadvantage with simple models however is theipgmepresentation of meteorology and use
of straight line trajectories. More comprehensive modaleh as the Community Multiscale Air Quality
(CMAQ) modelling system (US Environment Protection Agent999; Byun and Schere, 2006), allow
an integrated approach to representation of meteorolipgicamical and physical processes. The year to
year variation in meteorology and its impact on sulphur atrdgen deposition can be assessed with such
complex models. Furthermore, they can simultaneouslyesgmt processes influencing a number of envi-
ronmental issues including surfacg,®M, and acidic and nitrogen deposition. The detailed patari
zation of photo-oxidation is important not just to calcelground-level @ but also to drive the oxidation

processes influencing the chemical conversion of emittedgyarhich contribute to acidification.

Although advanced air quality models, such as the CMAQ nimdesystem, have been applied inter-
nationally for research and real regulatory applicati@ng.Gilliland et al., 2008), they have not been used
by regulators in the UK as operational tools. Published wimkSokhiet al. (2006), Yuet al. (2007, 2008)
have demonstrated the potential of the CMAQ modelling sydi® be used for pollution assessment in
the UK over short-term episodic periods (typically in thelerof a week or so). These studies have pro-
vided a sound foundation for the UK Environment Agency tosider the merits (and disadvantages) of
using advanced air quality model, such as the CMAQ modediirggem, as one of its primary air pollution
assessment tools. In this context, the present study i atésin evaluating the practicability and perfor-
mance of the CMAQ modelling system for a year-long simulatibhigh resolutioni-km horizontal grid

resolution) over the whole of the UK.

It is worth noting that only a few published works actuallpoet on performance characteristics of the



92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

110

111

112

113

114

115

116

117

118

119

120

121

122

123

4

CMAQ modelling system for long-term simulations. Sevetab#es discussed its performance in repro-
ducing field campaigns and/or short-term episodic conustioorldwide €.g.Zhanget al., 2006a; 2006b;
2006¢, in the US, Brulferet al, 2007, in Canada, Jiménetal,, 2006, in Spain, Yt al, 2008, in the UK,
Fuet al, 2008, in East Asia). While such studies are invaluablesgsiof information to detail dynamical
and chemical processes involved under given circumstatieesare inevitably limited to some, possibly
non-representative, episodic conditions. Evaluationsmg-term simulations with the CMAQ modelling
system were mainly performed for the US (see for instance Bdd Yu, 2006; Gillilandet al, 2006;
Hogrefeet al, 2006; Phillips and Finkelstein, 2006; Tesateal., 2006; Hogrefeet al,, 2007; Appelet al,,
2008; Spak and Holloway, 2009). It is unwise to extend ordiate results of these studies to other regions
without re-appraisal. To our knowledge, the only long-testondies conducted with the CMAQ modelling
system for Europe were those by Jiménez-Gueregial. (2008) and Matthias (2008). Jiménez-Guerrero
et al. (2008) investigated the performance characteristics@fdMAQ modelling system over the North-
Western Mediterranean at a horizontal resolutio kin for the entire year 2004. The model performance
was found to be effective in both coastal and inland areawithia tendency to over estimate @vels and
under estimate other photochemical pollutants §{NCO, and PM,). Matthias (2008) applied the CMAQ
modelling system to simulate PM distribution in Europe vathest over the North Sea, for the years 2000
and 2001. The horizontal grid resolution waskm for the European domain ari@ km for the nested
domain, annual anthropogenic emissions being kept the ant®th domains. The model performance
was not found to be highly sensitive to horizontal grid resoh.

The outline of the paper is as follows. The modelling systeih its setup are presented in § 2. The air
quality monitoring networks that are used for comparisothwiodel results are also presented. In § 3, a
comprehensive ‘operational’ evaluation of the perforneaotthe modelling system is conducted for the
species with limit values, and those contributing to acigatgtion. Modelled concentrations are compared
with measurements for a range of sites across the UK. Reduiltés evaluation are discussed in light of
the type €.g.urban, rural) and location of the sites, as well as time of/ée. Conclusions and suggestions

for further work are given in § 4.

2. Modelling system and monitoring networks

The modelling system is based on CMAQ version 4.6, with theakded Research core of the Weather
Research and Forecasting model version 3.0.1.1 (Skametatk2008), simply referred to as WRF here-
after, as the meteorological driver, and the Sparse Matpgréor Kernel Emissions (SMOKE, Houyoux
et al,, 2000) version 2.4, as the emission preprocessing tool.

The simulation was conducted for the year 2003, which carthseveral pollution episodes throughout
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the year €.g.calm weather smogs in February and March, and heatwaves$yiatdd August). The model

run was started on December 2002 (to handle seasonal asatiith a one-week spin-up time to minimize
the impact of initial conditions (see for instance Berjeal, 2001). The following subsections provide
details of each of the main components of the system, alotigimdications of the modifications we made

to adapt it for this study.

2.1. Setup of CMAQ and WRF

CMAQ is a comprehensive air quality modelling system basedhe ‘one atmosphere’ concept in
which complex interactions between atmospheric pollgtanturban, regional and hemispheric scales are
treated in a consistent framework. It is designed for agsgske impact of multiple pollutants including
tropospheric @ and other oxidants, speciated PM, and acid deposition epeltican simulate complex
atmospheric processes that transport and transform tlodiségpts in a dynamic environment over a broad
range of time scales from minutes to days and weeks. US Enwieat Protection Agency (1999) and Byun
and Schere (2006) give a thorough description of the CMAQ etliod) system including its formulation
and applications.

The model was run on multiple grids using one-way nests doverhiorizontal resolution &f km. Three
domains using horizontal resolutions4f km, 15 km, and5 km were used. The outer (coarser) domain
covers most of Europe while the innermost domain encompabsewhole of the UK and includes the
Republic of Ireland (see Fig. 1). The computations were nuadis vertical levels up t&0 hPa. The grid
was stretched along the vertical axis to accommodate a bigiution within the boundary layed (ayers
up to about2000 m above ground level) and close to the ground surface (fiystr lapproximatelyl0-m
deep). Digital elevation, soil type, landcover data, areldther characteristics of the soil and the ground

surface €.g.monthly surface albedo) were derived from the default gaplgical data that is provided with

the WRF preprocessing system (Skamaretcél., 2008).

Fig. 1

Chemical interactions for the gas-phase chemistry weatgdewith the Carbon Bond mechanism CB05
(Sarwaret al,, 2008) and associated Euler Backward Iterative (EBI) sqiertelet al,, 1993). This chem-
ical mechanism was extended, compared with its predec€dV (Geryet al, 1989), to better support
PM modelling needs such as the formation of secondary acgamosols (SOAS). Inorganic reactions were
also updated to better account for the range of conditionsroperature, pressure, and chemical environ-
ment encountered in annual simulations at scales rangingdrban to continental. The tri-modal approach
to aerosol size distribution based on that of the Regiondidetate Model (RPM, Binkowski and Shankar,
1995), which discriminates PM into coarse PM and speciakég $(i.e. PM smaller thar2.5 um in aero-

dynamic diameter), was used in order to model PM (see Binkoarsd Roselle, 2003). The subspecies
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considered are sulfate (§0), nitrate (NG;), ammonium (NH), sodium (N&), chloride (CI), water
(H20), and organics from precursors of anthropogenic and biogeigin. Each mode (namely, Aitken,
accumulation, and coarse) is subjected to both wet and grgsition. The aerosol module that we used
(referred to as AERO4 in the chemical-transport model)t¢reaa-salt aerosols and contains calculations
of thermodynamic equilibrium between the accumulation exaad the gas phase treated within the ISOR-

ROPIA equilibrium module (Nenest al,, 1999).

Chemical initial and boundary conditions for the outer domveere derived from monthly mean concen-
trations, modelled by the UK Met Office Lagrangian chemidtansportmodel STOCHEM (Colliret al.,
2000), for the year 2000. The model uses a horizontal réealof 5° and9 vertical levels up td 50 hPa.
STOCHEM is coupled to the Hadley Centre climate model HadG@&donet al., 2000), to provide the
required meteorological forcing. There is no aerosol medulplemented in the model and the chemical
scheme incorporates the chemistry of several gas spec@dNQOx, Os, methane, isoprene). We used the
default profile available in the CMAQ modelling system for Rlglecies. Further work is required to re-
fine initial and boundary conditions for PM. The initial andumdary conditions for the gas species were
prepared for species required for the RADM2 chemical meishafStockwellet al., 1990) and mapped
to those required for the CBO5 chemical mechanism usindiegiprogrammes in the CMAQ modelling
system. For the RADM?2 species that were not available in SHEN (SULF, PAA, ORA1, ORA2, NO3,
HC5, HCS8, OLI, ACO3, TPAN, HONO, DCB, ONIT, CSL, TERP, HO, HOMACR, MVK, ASO4I, NU-
MATKN, NUMACC, ASOIL, NUMCOR, SRFATKN, and SRFACC), the daiilt profiles specified in the

CMAQ modelling system were used.

The WRF model was used as the meteorological driver for thé&QMhodelling system. The Meteorology-
Chemistry Interface Processor (known as MCIP) versiorl3@tte and Pleim, 2009) was used to translate
WRF meteorological data to the format required by CMAQ. Thegfor the WRF simulation match those
of the CMAQ simulation but witt88 vertical levels and grid cells more in each horizontal direction. The
38 vertical levels were collapsed in MCIP to thé levels used in the CMAQ calculation. Meteorologi-
cal initial and lateral boundary conditions of the outer @imwere derived from the European Centre for
Medium-range Weather Forecasts (ECMWF) gridded analysstable everyé h with a horizontal res-
olution of 0.5° on operational pressure levels upstohPa for vertically distributed data, and surface and
soil levels for surface and deep-soil data. A grid nudgimtptéque (Four-Dimensional Data Assimilation,
Stauffer and Seaman, 1990) was employed for the outer dogweaity6 h in order to constrain the model
towards the analyses and to shorten the spin-up time (se®#tis, 2008a,b). The model was reinitialized
every calendar month. A relaxation zone cove#nggid cells around each domain was employed to smooth

gradients near the lateral boundaries. These halos werarded when meteorological data was processed
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with MCIP.

We used the YSU non-local boundary-layer parameterizatitieme (Hongt al,, 2006). The Monin-
Obukhov surface layer scheme was used to provide surfaci@dan terms of momentum, heat, and mois-
ture fluxes. The land-surface energy budget was calculatédebNoah soil-vegetation model (Et al.,
2003). Other physics options that we used include the CAMi&t@n package (Collinst al, 2006), the
microphysical scheme by Thompsenal. (2004, 2006), and the ensemble cumulus scheme introduced by
Grell and Dévényi (2002) for the two grids with a horizdmtasolution larger thas km. For the finer-

resolved grid with a horizontal resolution ®km, convection was explicitly resolved.

2.2. Preparation of emissions

The CMAQ modelling system requires hourly emissions datariofiary pollutants. SMOKE has been
developed for this purpose and can be adapted to procesala@missions data (from point, line and area
sources) into temporally-resolved, spatially-distrézlind speciated emissions files ready for chemical-
transport model. We took into account the influence of metegy and land cover heterogeneities by
using spatial surrogates including land use, road netvan#,population density. SMOKE can also han-
dle the projection of the domains and reactivity controksa&ivity control packets, by source category or
specific source, allow for different VOC profiles from diféeit emissions processes, including substituting
a compound of lower reactivity for a compound of higher reégt We used annual anthropogenic emis-
sions data from the European Monitoring and Evaluation Rrogne (EMEP, Vestrengt al, 2005) for
area sources using a horizontal resolutiors@km and from the European Pollutant Emission Register
(EPER, Pullest al, 2007) for point sources for grid cells outside the UK. Far thK, we used the UK
National Atmospheric Emissions Inventory (NAEI, Dageal, 2005), which provides annual emissions
from point sources and area sources at a horizontal resolotil km.

The use of SMOKE for European or UK applications is not stitfigrward since all the input data,
required by SMOKE, have to be in a specific format, which wagtiged for US applications. Currently
the formats of the emissions dataset that are used by EMEPUiampe, and those of the NAEI, for the
UK, differ significantly from the required format. Furtheone, the original US temporal and speciation
profiles released with SMOKE need to be replaced with profééecting European activity patterns and
fuel consumption situations. The adaptation that we ma@det¢ommodate European and UK emissions is
discussed in detail by Yet al. (2007, 2008). As well as these adaptations, we made thenviolgpchanges:

(i) temporal profiles for different pollutants in the UK werdined, (i) speciation profiles for VOCs were
specifically developed for the CB05 chemical mechanismgusiource information in Europe and the

UK, and (ii) biogenic emissions were calculated online with WRF ushegmethodology proposed by
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Guentheeet al. (1995) and detailed in Yat al. (2008).
2.3. Monitoring networks

Modelled concentrations of species with limit values (ngmearbon monoxide (CO), N O3, PMyy,
and SQ) and acid deposition species (namely, NBO,, nitric acid (HNG;), and hydrogen chloride (HCI)
for gases, and S0, NO;, NHy, CI—, and N& for aerosols) are compared with measurements from the
UK Automatic Urban and Rural Network (AURN) and Acid Depdasit Monitoring Network (ADMN),
respectively, to evaluate the performance of the modedlirsjem. The spatial coverage of both monitoring
networks is displayed in Fig. 2, along with the tymed.urban, rural) of the sites. Traffic monitoring sites
were discarded for this study as being too strongly infludrme local sources. The automatic sites in
the AURN provide hourly concentrations. The non-automsites in the ADMN measure concentrations

averaged over a monthly sampling period. We selected oglgites using denuder-based samplers, which

monitor acid gases and aerosol components.

Fig. 2

3. Model evaluation

3.1. Rationale

To have sufficient confidence in the performance of such a ompodelling system, it is necessary to
undertake a more detailed evaluation than just analyziedittal species concentrations. Meteorological
data has been evaluated separately and this evaluatiohiisparted in this paper. We found that the grid
nudging technique that we used for the outer domain did cainghe meteorological fields to remain close
to observational data (as expected). Given that other sinmpbdels have already been adopted as policy
tools in the UK, it is important to assess the performanceattaristics of the modelling system according
to acceptance criteria which conform to the UK EnvironmegeAcy’s policy on the use of dispersion
models. Basic elements of this policy include that the asseat models should be fit for purpose, be
based on established peer-reviewed scientific principlegpe evaluated and documented.

No universal consensus has been reached so far on goodpsattievaluate model performance. Den-
nis et al. (2010) provided a comprehensive review of tools and cétetiich are widely used to evaluate
regional-scale photochemical air quality modelling sgsteMost of the techniques commonly used for
‘operational’ evaluation (see Denrgsal., 2010, and references therein, for detailed informatiompeaam-
ined in our work in the next subsections. These techniqué® mse of time series, scatter plots, statistical
metrics, Taylor diagrams, and ‘bugle plots’. Appendix A yides the definition of the statistical metrics

that are used in our study. Since such ‘operational’ evalnatan generate a very large number of plots,
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we decided to focus mainly onsGnd PM species in the text and to refer to Appendix B for otpeces.

Fig. 3

3.2. Time series and scatter plots

Fig. 4

Time series of observed and predicted maximum daily run8ihgur mean @ mixing ratios at four
sites (namely, Ladybower, Harwell, Manchester Piccadidihyd North Kensington (see Fig. 2)) are shown
in Fig. 3. Those sites were selected as being representativeral (Ladybower and Harwell) and urban
background (Manchester Piccadilly and North KensingtitessThe altitudes above sea level of the sites
at Ladybower, Harwell, Manchester Piccadilly, and Nortmilegton are367, 126, 55, and25 m, respec-
tively. Time series of CO, N@ PM;(, and SQ at these sites are provided in Appendix B. Predicted values
of the modelled variables were extracted from the first gattayer of the innermost model grid. The model
captures the temporal variability of;@uite well. GQ; concentrations are relatively unbiased at Ladybower
and North Kensington, under predicted at Harwell, and ovedigted at Manchester Piccadilly (see Ta-
bles 1 to 4 of Appendix B). CMAQ tends to over predict the O3 imgxratios lower than abow0 ppbv at
Manchester Piccadilly, while generally reproducing thrgéa values. This over prediction of low values is
also visible at the other three sites. Large discrepaneiede noted on a few days during the spring and
summer seasons. Determining accurately the reasons & thifferences in terms of the treatment of the
key processes within the modelling system may be prematuret al. (2008) suggested that uncertainties
in the emissions of Qprecursorsd.g.NOy and VOCs) might be the primary cause for these discrepancies
although other factors such as chemical boundary conditioay play an important role as well. Vieno
et al. (2009b) examined factors that influenced Bvels during the August 2003 heatwave in the UK.
Ozone imported from outside of the UK was found to be the kstrgentributor to the high ©levels in
the south of England. Dry deposition of;Qwhen switched off in their model, was found to elevate O
concentration by up t60 ppbv at night-time. We performed a similar model calculatiy switching off
O3 dry deposition for the summer months (June, July, and AQgRssults of this calculation (not shown)
confirmed that dry deposition did play a major role in inciegground level @ mixing ratios. The scatter
plots of the observed and predicted maximum daily run@ifgpur mean @ mixing ratios at those sites
are presented in Fig. 4. Scatter plots for N&hd PM are given in Appendix B. Over prediction of more
than a factor of two occur mostly for{Omixing ratios less tha0 ppbv. This result is consistent with the
findings of Yuet al. (2008) during a high @episode in the UK in 2001 and several other studies in the US
(e.g.Smythet al,, 2006). For Q levels higher thai60 ppbv, G; mixing ratios are clearly under estimated,
especially at Harwell and North Kensington. It is worth ngtthat none of the observed exceedances;of O
over60 ppbv at those sites are reproduced by the model. The resuoiitsthe time series and scatter plots

for pollutants with limit values presented in this subsactand Appendix B indicate satisfactory overall
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performance. Nonetheless, the performance of the modaljistem is only qualitatively assessed by using

time series and scatter plots. A quantification of the modgiqgmance is proposed in the next subsections.

3.3. Statistical metrics and Taylor diagrams

Statistics are calculated separately for all species disited displayed in Fig. 2 because of their distinct
characteristics. Rather than making an average of statistietrics over the sites (as done for instance in
Zhanget al., 2006c¢), statistical metrics for each site can be plotted orap to account for their variability
from one site to another. The resulting maps for the maximaity dunning8-hour mean @ mean bias
(MB) and root-mean square error (RMSE) are displayed inFiylaps for the daily mean P} MB and
RMSE, along with tables summarizing a range of statisticatrivs for CO, NQ, O3, PM,, and SQ at
the four sites discussed in § 3.2 are provided in Appendixig. ¥ indicates that the modelling system
tends to under estimate;0On the south of the UK and to over estimatg ® the north. The source of
this difference in performance has not yet been identifigtbagh it is likely to be associated with local
environmental factorse(g.emissions from the industrial sector). It is worth notingttthe largest values

of RMSE are concentrated within the Greater London arearevifie sub-grid variability in emissions and

ground surface properties is enhanced.

Fig. 5

The performance of our modelling system is comparable toahsimilar modelling systems exercised
in Europe €.g.Schmidtet al, 2001; Bessagnedt al, 2004; Vautarcet al,, 2007). For maximum daily
running8-hour mean @, the normalized mean bias (NMB) and normalized mean errdfENconsidering
all predicted/observed pairs of values from all the AURNsiare5.34 % and28.84 %, respectively (see
Table 1). These values fulfill the skill criteridMB | < 15 % and NME< 35 % for O; suggested by Russell
and Dennis (2000). In contrast to;ahe values of NMB and NME for daily mean Riyl(—34.00 % and
52.83 %, respectively) do not fulfill those skill criteria suggedtfor G;, even though they almost fulfill less
stringent criteria that are often used for RMe.g.|NMB| < 50 % and NME< 50 %). As for other species
with standards and limit values at Ladybower, Harwell, Master Piccadilly, and North Kensington (see
Tables 1 to 4 of Appendix B), most of the skill scores complyhwacceptance criteria. Table 1 gives
categorical statistics (see for instance Eeeal., 2006) associated with maximum daily runnigdhour
mean Q and daily mean PN, along with the actual exceedance and non exceedance neumbget, and
d (see Fig. 4) used in their calculation. The accuracy (A) egs80 % for both G and PM,. The bias
(B) is close to zero for @ which indicates that the modelling system greatly undedjmted exceedances
(B < 1). As regards PN, exceedances are slightly under predictedqB). The hit rate (H), also known
as probability of detection, is close to zero foy,@vhich means that the modelling system barely produced

any exceedance that actually occurred. The false alarm (f@fiR) is high for both @ and PM, which
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indicates that a large proportion of the exceedances that predicted by the modelling system did not
actually occur. These P)M exceedances were predicted although the total number ekdatces were

under predicted. Further work is required to understanddmelitions whereby PM peaks.

Comparisons of predicted and measurgda@®d PM, are further examined using Taylor diagrams (Tay-
lor, 2001). These diagrams convey some statistical meitnies convenient way to evaluate model per-
formance. Time correlation between observed and predickees {.e. correlation coefficienty) is rep-
resented along with the normalized standard deviation eflipted values in a polar plot. The standard
deviation of predicted values is normalized by that of obsérvalues in order to mask the differences in
absolute values at the different sites. The normalizeddstahdeviation is sometimes referred to as skill
variance (SKVAR). Taylor diagrams for maximum daily rungi®-hour O; and daily mean PN, con-

sidering all predicted/observed pairs of values for eachRAUsite for 2003 are shown in Fig. 6. Low

correlations and large SKVAR values for R)/at a few sites indicate that these sites are subject to sburce

that can be highly variable in composition, space, and tivhenkset al., 2009) and thus could not be well
described in the model. As regards,@he Taylor diagram shows a more homogeneous pattern abtss
sites. Predicted standard deviations fgrdde smaller than their observed counterparts. This mean#ih
modelling system under estimate the variability of the maxin daily running8-hour mean for @ at those

sites.

Fig. 7 gives the NMB and NME for acidifying and eutrophyingsga and aerosols. Model perfor-
mance is highly variable and depends on the species, mohthe gear, and sites. Overall, our results
are consistent with those of Tescheal. (2006) for inorganic aerosols ($0, NO;, and NH). Slom
is generally well reproduced by the modelling system. TheBNM slightly negative during the colder
months 17.25 % averaged over the first and last quarters of the year) agltlsiipositive during the
warmer months22.81 % averaged over the rest of the year). N@nd NH; are under estimated during
the colder months while being better simulated during thenves months. Model performance for NH
follows rather closely that of Ngland NG; . The fact that NH is grossly under estimated during the colder
months reduces dramatically NCand NH; formation, the level of N being the limiting factor in the
formation of ammonium nitrate (NHNOs) during these months. NHis clearly over estimated at sites
2, 8, and11 (see Fig. 2 for the location of the sites). These sites aratdakcin heterogeneous landscapes
(moorland type for sit€ and woodland type for site& and11), for which the sub-grid spatial variability
in emissions is expected to be strong. Model performancdfis is similar to that of S@. Both species
are over estimated at sités5, and11. Two of these sitesi(and11) are located in remote places, where one
would expect larger discrepancies due to the localizedenmiental displacement of very low background

values. HCl is under estimated by a factor of akUturther work is required to identify possible reasons

Table 1

Fig. 6

Fig. 7

Fig. 8
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for the observed discrepancies. In particular, the coaasticfe mode in CMAQ version 4.6 is treated as
dry and chemically inert with a fixed geometric standard don of2.2, which is clearly a limitation for
an accurate description of sea-salt particles. The upgrb@MAQ to version 4.7 for future work looks
promising since it includes a chemically interactive cegrarticle mode that enables dynamic transfer of
HNOs, sulphuric acid (HSOy), HCI, and NH; between coarse particles and the gas phase (l€elal.,
2009).

3.4. Bugle plots

‘Bugle plots’ for maximum daily running-hour mean @ and daily mean PN considering all pre-
dicted/observed pairs of values for each AURN site durintheseason for 2003 are shown in Fig. 8 in
order to examine how model performance varies as a funcfi@omcentration (see Boylan and Russel,
2006, for further details on such plots). Model performacomplies with expected levels, namely both
the mean fractional bias (MFB) and mean fractional error @)ifall under the values for the performance
criteria set by Boylan and Russel (2006) at most of the sitefd each season. Foi(hest performance
is obtained during spring and summer, when concentraticnhighest. Most of the values for these sea-
sons lie within the performance goal. Worse performancebigsined during winter and autumn, when
concentrations are lowest. The ‘bugle plots’ for RMhow as for @ that performance improves when
concentrations increase. However, in contrast 10 M, does not reveal a clear seasonal trend in terms

of performance. This confirms that R) as a complex mixture, is more variable in time than js O

4. Concluding remarks

The UK Environment Agency is considering advanced air dquatiodelling as one possible tool for
air pollution assessment. Before the UK Environment Agerary make an informed decision whether to
include it as one of its assessment tools, it requires sociedtsfic information on its performance. With
that goal in mind, this study provides the first ‘operatioeshluation of a CMAQ simulation for a year-
long simulation at high resolutiors{km horizontal resolution) over the whole of the UK. The slation
was conducted for the year 2003 which contained severaltpmil episodes throughout the yeard.calm
weather smogs in February and March, and heatwaves in Jdlagust). The performance characteristics
for pollutants with standards and limit values (namely, Gy, O3, PM;o, and SQ) and acid deposition
species (namely, NH SO,, HNOs, and HCl for gases, and $0, NO;, NHj, CI—, and N& for aerosols)
were evaluated in an ‘operational’ sense. The main findifigisi® evaluation study are summarized in the

following.
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e The performance characteristics of the modelling systene fia@ind to be variable according to accep-
tance criteria and to depend on the typegy(urban, rural) and location of the sites, as well as time of the

year e.g.for NH3).

e Asregards the techniques that were used for ‘operatiomaluation, performance generally conformed
to expected levels and ranged from goedy(O3, SO ) to moderated.g.PMg, NO;3’). The moderate
performance for PN}, is reflected by the moderate performance for;Nénd NHf . At a few sites low
correlations and large standard deviations for some spéxig SO,) suggest that these sites are subject
to sources that are not well described in the model. Ovénallimodel tends to over predict@nd under
predict aerosol species (except’SQ Reasons for these discrepancies have not been cleanlyfiele

yet.

One has to be aware of the limitations of the approach to medsguation that we used in our work.
Evaluation techniques that aim at comparing predictedesatii the modelled variables with measurements
provide only an overall evaluation of model performancer(Biset al, 2010). Indeed, these comparisons
do not examine whether the results of the model are corre¢h&right reasons nor how sensitive is the
model performance to chemical and meteorological proseSseh an evaluation (often referred to as ‘di-
agnostic’ evaluation) complements the ‘operational’ eatibn and is being considered for future work.
In particular, further work is needed to evaluate the cdjiasi of the modelling system ta)(predict the
response of regional ozone concentrations to changes ssems of NQ and VOCs, andii) calculate
the contribution of regulated industrial emissions to sizeciated PM concentrations and associated chem-
ical species. This ‘diagnostic’ evaluation will involveroparison with simpler methods that are already
adopted as policy tools in the UK such as the TRACK-ADMS mtidglsystem, combining TRACK
and the Atmospheric Dispersion Modelling System (ADMS, rGtrerset al., 1994), for annual audits,
the Photochemical Ozone Creation Potential (POCP) methedaentet al, 1998) and Ozone Source-
Receptor Model (OSRM, Haymaet al,, 2002) for Q, and FRAME for acid deposition.
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Appendices
A Statistical metrics

Evaluation of model performance through statistical ngstfocuses on measures that compare a set of
N predicted concentratiorf®; with their counterpart observed concentratiéhswhere;i refers to a given
time and/or location. Standard metrics used for air quakisformance evaluation are detailed in numerous
papers €.9.Denniset al, 2010, and references therein) and only the ones that adeiuserr work (main

text and Appendix B) are reported hereafter. The mean$ pfedictions and observations are defined as

1 & 1 &
5:NZP1 and 6:N;OZ,

=1

respectively. The standard deviations'fpredictions and observations are defined as

1
N

3

1
. _ D)2 N
(Pi—P)> and oo i

1 i3

(0; — 0)2,

1

N N
op =

respectively. The variables, b, ¢, andd used to calculate the categorical statistics A, B, H, and FAR
represent all the exceedances that did not occur, exceesléimat did occur, exceedances that were not

predicted and not observed, and exceedances that weresdlitted but observed, respectively (see Fig. 4).

Accuracy (no unit, in %):

b+c
A=——-— 1
(a+b+0+d>x y

Bias (no unit):

a+b

B=
b+d

Correlation coefficient; (no unit):

N p— J—
r=) (Pi=P)(0i-0)/(opoo)

=1

Factor & EXceedance (no unit, range50, 50] %):
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431 FOEX =

N
1
(N > il(Pi > (’)i)) - 0.51 x 100
i=1
432 Fraction of predictions within adetor &0 2 of observations (no unit, in %):
N
1 i
433 FO2= (N Z¢|(0.5 < % < 2)) x 100
434 False Aarm Ratio (no unit, in %):
a
435 FAR = (—) x 100
a+b

436 Fractional Bas (no unit, rangé-2, 2)):

N N

437 FB:Z(Pi*Oi)/Z[(PiﬁLOi)/ﬂ

=1 =1

438 Fractional Eror (no unit, rangg0, 2]):

439 FE= Z'Pi —Oi|/Z[(Pi+Oi)/2]

420 Hit Rate (no unit, in %):

b
441 H= (H—d) x 100

a2 Index of Agreement (no unit, rande, 1]):

(P, = P) = (0: - 0)]?

M=

443 IA=1-"1

[|Pi —P|—10; — 5”2

N

@
Il
i

424 Mean Bas (in unit of concentration):

1
N

445 MB = (Pi — Os)

N
=1

~

426 Mean Eror (in unit of concentration):

N
447 ME = N Z|’Pi—(’)i|

i=1
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Mean Factional Bas (no unit, rangé—200, 200] %):

MFB = S~ {(P; — 0)/[(P; + 0)/2]) x 100

i=1

Mean Factional Eror (no unit, rangg0, 200] %):

MFE = " {|P; — Oil/[(P; + 0i)/2]} x 100

i=1

Normalized Mean Bas (no unit, in %):
N N
NMB => " (Pi — 0;)/ Y 0; x 100
=1 =1
Normalized Mean _Eror (no unit, in %):
N N
NME =" [Pi — O]/ > 0i x 100
=1 =1

Root Mean_Sjuare Eror (in unit of concentration):

N
1
RMSE= |+ > (P 0:)?

i=1

SKill VAR iance (no unit):

SKVAR = op /00

B Supplementary materials

Supplementary data associated with this article can bedfouthe online version.
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Tables

Table 1. Domain-wide statistics (including categoricatistics) for maximum daily running 8-hour mean
O3 and daily mean P considering all predicted/observed pairs of values frontha! sites in the Au-
tomatic Urban and Rural Network (AURN) for 2003. The metiaee defined in Appendix A. MB, ME,
RMSE are expressed in unit of concentration, namely ppb®fgrandpg m—3 for PM;o. NMB, MFB,
NME, MFE, FO2, FOEX, A, H, and FAR are expressed in %

Metrics O3 PMio
MB 1.65 —8.44
NMB 5.34 —34.00
FB 0.05 —0.41
MFB 12.22 —54.70
ME 7.69 13.12
NME 28.84 52.83
FE 0.24 0.64
MFE 28.71 67.60
RMSE 10.43 17.60
r 0.69 0.47
FO2 76.74 26.78
1A 0.97 0.87
FOEX 1.77 —40.79
A 96.41 91.91
B 0.03 0.69
H 0.72 16.54
FAR 79.31 75.91
a 23 479
b 6 152
c 22765 14008

d 825 767
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Figure Captions

Fig. 1. Spatial coverage of the outer (coarser) domain usethe CMAQ simulation using a horizontal
resolution of45 km. The dashed and dotted polylines represent the areag afetsted domains using a

horizontal resolution of 5 km and5 km, respectively.

Fig. 2. Location and type (remote, rural, suburban, urbakdm@und, urban center, and urban industrial)
of monitoring sites in the UK Automatic Urban and Rural NetlvbAURN, o) and Acid Deposition Mon-
itoring Network (ADMN, o) used for the model evaluation. The numbers attributedd@MDMN sites are
used as identifiers in the text. The displayed area correfgtorthe innermost domain used for the CMAQ

simulation using a horizontal resolution ®km (see Fig. 1).

Fig. 3. Time series of observed)(@nd predicted (—) maximum daily runnigghour mean @ for the year
2003: at (a) Ladybower, (b) Harwell, (c) Manchester Picligdand (d) North Kensington (see Fig. 2 for
the location of the sites). R and UB refer to rural and urbackeound types of site, respectively. The
dashed lines represent the current limit value in EurépeEuropean Union (EU) obligation @0 ppbv)

and the UK objective as defined by the UK National Air QualityeSegy (namely50 ppbv).

Fig. 4. Predicted versus observed maximum daily rung8ihgur mean @ for the year 2003: at (a) Lady-
bower, (b) Harwell, (¢c) Manchester Piccadilly, and (d) Nafensington (see Fig. 2 for the location of the
sites). R and UB refer to rural and urban background typeg@frespectively. The dashed line indicates
the 1:1 reference, while the solid lines indicate th& and2:1 references. The dotted lines represent the
current limit value in Europei.g. European Union (EU) obligation @f0 ppbv) and the UK objective as
defined by the UK National Air Quality Strategy (namélg,ppbv). The letters, b, ¢, andd denote all the
exceedances that did not occur, exceedances that did exceedances that were not predicted and not

observed, and exceedances that were not predicted buvvelisezspectively (see § 3.3).

Fig. 5. (a) Mean bias and (b) root-mean square error when agngppredicted maximum daily running
8-hour mean @ mixing ratios with their observed counterparts for each wiithin the Automatic Urban

and Rural Network (AURN) for 2003.
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Fig. 6. Taylor diagrams of maximum daily runnisghour mean @ (a) and daily mean PM (b) consid-
ering all predicted/observed pairs of values for each siteimthe Automatic Urban and Rural Network

(AURN) for 2003.

Fig. 7. Normalized mean bias and error for acidifying and-@atying gases and aerosols: (a) and (b)
averaged over the sites within the Acid Deposition MonitgrNetwork (ADMN) for each month of the
year 2003, and (c) and (d) for each site in the ADMN (see Figpr2He location of the sites) for the year
2003.

Fig. 8. ‘Bugle plots’ for maximum daily running-hour mean @ and daily mean PN} considering all
predicted/observed pairs of values for each site withinAh®matic Urban and Rural Network (AURN)

during each season for 2003: (a) and (b) mean fractional f@pand (d) mean fractional error.
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the location of the sites). R and UB refer to rural and urbackbeound types of site, respectively. The
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and the UK objective as defined by the UK National Air QualityeSegy (namely50 ppbv).
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Fig. 4. Predicted versus observed maximum daily rung8ihgur mean @ for the year 2003: at (a) Lady-

bower, (b) Harwell, (¢c) Manchester Piccadilly, and (d) NMagfensington (see Fig. 2 for the location of the

sites). R and UB refer to rural and urban background typeg@frespectively. The dashed line indicates

the 1:1 reference, while the solid lines indicate th& and2:1 references. The dotted lines represent the

current limit value in Europei.g. European Union (EU) obligation @f0 ppbv) and the UK objective as

defined by the UK National Air Quality Strategy (namélg,ppbv). The letters, b, ¢, andd denote all the

exceedances that did not occur, exceedances that did exceedances that were not predicted and not

observed, and exceedances that were not predicted buvelisezspectively (see 8 3.3).
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