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Most computational models for gender classificatise global information (the full face
image) giving equal weight to the whole face areespective of the importance of the
internal features. Here, we use a global and featased representation of face images
that includes both global and featural informatiéde use dimensionality reduction
techniques and a support vector machine classifidrshow that this method performs
better than either global or feature based reptasens alone.

1. Introduction

Most computational models of gender classificatime whole face images,
giving equal weight to all areas of the face, ipexdive of the importance of
internal facial features. In this paper we evaluage importance of global and
local information in a series of gender recognitiemperiments. Global
processing of faces is assumed to encode coarsemifon like shape and
configuration of internal features, while featupabcessing utilises more detailed
representations of facial features (e.g. eyes, Imetd). In psychological terms,
the latter implies an attentional component wheredalient features are
processed in more detail than the coarse imagthidnstudy we present these
two kinds of representation and use a Support Vedachine (SVM) to classify
gender. Since face image data has very high dimealty, we also implement
dimensionality reduction techniques before clasaifon.

The remainder of the paper is organised as folloRslated work is
discussed in the next Section. Section 3 discubsemethodology used for this
study. Sections 4 and 5 present the computationd! fruman experimental
results. We conclude with some discussion of tkaltgin Section 6.



2. Reéated Work

Issues in gender classification have stimulatedreatgdeal of research by
psychologists and computer scientists. While resear Psychology (Bruce et
al., 1993, Burton et al., 1993, Abdi et al., 199@)s largely been within the
context of human visual processing, and identifyey featural differences in
males and females, Computer Science research (Baomi., 1991, Brunelli &
Poggio, 1992, Moghaddam & Yang, 2000, Sun et &02® has been geared
more towards specific face identification. The caomagional models range from
using pixel-based information to representationgivdd from geometric
measurements. Studies also vary considerably irsittee of training sets used
and in the type of features present or absenteffample, some studies use hair
information while others do not). Nevertheless, tmosdels, and specifically
those that are pixel-based, have used whole faagds) where the salience of
specific facial features is not captured. Theselbmatermed as global models.

3. Methodology

3.1. Face Representation

Hair, especially for females, forms a major partaofacial image and has a
dominating effect on classification. Abdi et al 989 reported gender
classification accuracy of 80% for hairless facgaimst 91.8% for the same
faces with hair information included. However, clfisation rate on hairless
faces was better than that on faces with hair im&tion in our previous work
(Buchala et al., 2004). The performance degraddtipface images with hair in
our experiments was due to the variability of hgies in the dataset. Despite
these disparate results, hair can certainly bergoitant visual cue for gender
identification. The first image in Figure 1 shows péctorial view of the
difference in means of female and male face images. Theé€ligtite pixel
luminance, the larger is the difference and th&etathe luminance, the smaller
is the difference between means. This pictorianseggests that regions around
the face outline, chin, mouth, and above the eyasycdiscriminatory
information. However, the region around the facdime, with much brighter
luminance, carries greater discriminatory informati This region signifies the
presence or absence of hair. The second and thades of Figure 1 are the
pictorial views of the standard deviations withie female and male face images
respectively. Again, the lighter the pixel luminandhe larger is the standard
deviation. These images, however, indicate thatdikeriminatory information
of the regions around neck and face outline isabédei to a large extent in



females and to a certain extent in males. Fromsihiple analysis, it can be said
that hair information is important. However, a geyiogically plausible face-
representation should overcome the problem of blgihairstyles.

Figure 1. The first image is the pictorial repreaéion of the difference of the means, of femald an
male face images. The second image is the stami#aidtion within the female face images. The
third image is the standard deviation within thderface images.

64

Figure 2. Three sub-images are obtained from tiginal 128 x 128 image. A 32 x 64 image
pertaining to the eye region and a 32 x 64 imag&iméng to the mouth region are extracted from
the original image. The third sub-image is a 644xréduced resolution version of the original
image.

In this study we use a global and feature baseseptation of face images
which embodies both global and featural informatibrom a 128 x 128 face
image, three sub-images are obtained as illustiat&iure 2. A 32 x 64 pixel
strip pertaining to the eyes region, taking thepuidt between the two eyes as a
reference point, and a 32 x 64 pixel strip pertajrio the mouth region, taking
midpoint of the mouth as a reference point, areaektd from each face image.
These sub-images represent salient featural intiwmar he third sub-image is a
64 x 64 reduced resolution version of the origimahge and this represents
global information. In this study, the quantitymkel information is identical for
featural and global representations. A similar tgfeface representation was



also used by Luckman et al (1995) for their comtiosal model of familiar face
recognition.

3.2. Dimensionality Reduction

Face image data has very high dimensionality anthgwo the “curse of
dimensionality” (Bellman, 1961), we apply dimenstity reduction techniques
before using an SVM for classification.

Principal Component Analysis (PCA) (Jolliffe, 19863 a popular
dimensionality reduction technique that linearlpnsforms aD dimensional
datasetX to ad dimensional datasef, without significant loss of information,
whered < D.

Self Organising Map (SOM) (Kohonen, 2001) is a mwdr method that
learns a mapping from [ dimensional input spacé to ad dimensional output
spaceY by using principles of Vector Quantization and dlmgical Mapping.

Curvilinear Component Analysis (CCA) (DemartinesHerault, 1997), a
recent technique, has the ability to reduce theedsionality of strongly-
nonlinear data. The output is a free space thatness the shape of the
submanifold of the data. CCA minimizes the followierror function:
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Where di)fj and diY’j are the Euclidean distances between pgiftsdj in
the input spaceX and output spaceY respectively. F, G,Yj is the
neighbourhood function. The idea of CCA is to mal@tances in the input and
output spaces. However, preservation of largeadcsts may not be possible in
the case of nonlinear data. In this case, it isoitgmt that at least local (smaller)
distances should be preserved. For this reason @€ the neighbourhood
function that ensures the condition of distancechiay is satisfied for smaller

distances while it is relaxed for larger distances.

3.3. Support Vector Machine

The classification is performed using an SVM. ThéVB(Cortes & Vapnik,
1995) is a recently developed learning method, pfattern classification and
regression. The basic idea of the SVM is to fingl diptimal hyperplane that has
the maximal margin of separation between the cfasshile having minimum
classification errors.



Given a set of examples and their labels {{1), (X2, ¥2),...(Xn, Yn)} Where
yi €{-1,1}, the optimal hyperplane is given as:

f(X):iaiyik(X,Xi)+b @

i=1

Constructing the optimal hyperplane is equivalerfiriding o; with nonzero
values. The examples corresponding to the nonzene called support vectors.
k(X, X)) is a kernel function, which implicitly maps theagmple data points into
a high dimensional feature space, and takes inmetupt in that feature space.
The potential benefit of a kernel function is thia¢ data is more likely to be
linearly separable in the high dimensional featspace, and also the actual
mapping to the higher-dimensional space is nevedee.

4. Computational Experiments

Experiments are carried out using 400 frontal f@@0 female and 200 male)
greyscale images. The faces are from the followdatabases: FERET (Phillips
et al., 1998), AR (Martiniz & Benavente, 1998), aBild (Jesorsky et al.,
2001). All face images are aligned based on thgér-lecations. Three sub-
images, as explained in the previous Section, smaeted for each of the 400
faces. Histogram equalization is then applied ¢rhaée sub-images to reduce
lighting effects. We use five-fold cross validatiomith 320 faces (160 females
and 160 males) for each training set and 80 fat@dgmales and 40 males) for
each test set, and report average classificatites nasing an SVM classifier,
with RBF kernel. Before applying classification, mginsionality reduction
techniques discussed in Section 3 are applied erstb-image data. For PCA
reduction we use the first few principal componemtisich account for 95% of
the total variance of the data. Since CCA has théitya to reduce the
dimensionality of strongly-nonlinear data, we use latrinsic Dimensioh
estimation technique, the Correlation Dimensiona@3Sberger & Proccacia,
1983), and reduce the data dimension to this kitriDimension. For SOM
reduction, the subspace dimensionality is chosé#48 x 8 output grid) for the
whole face and 36 (6 x 6 output grid) for eyes andith sub-images.

& Due to correlations, linear and nonlinea dimensional data may actually lie
in ad dimensional space. This true dimensis called Intrinsic Dimension,
whered < D. As PCA accounts only linear correlations, it imhle to reduce
the data dimension to its intrinsic dimension whiwe correlations are
nonlinear.



First we present classification results on the istdges data. As shown in
Table 1, all three sub-images produced high claasiébn rates, indicating a
surprisingly high amount of gender information ek of them. The figures in
parentheses indicate the subspace dimensionaldgsi@ication is performed on
the composite data, obtained by applying dimensitynaeduction on the sub-
images individually and combining the resultantaddt can be seen from Table
2 that PCA performed marginally better than CCA &©@M. However, CCA
uses far fewer variables (70) than PCA (759). Foomparison, we also report
the classification rates of the data of the origik28 x 128 faces. It can be seen
from Table 2 that the composite data, which inctutdeth global and featural
information, performed significantly better tharetlylobal model. Figure 3
shows that the composite data outperformed allrath&a representations.

Table 1. Average classification rates of the subges by an SVM. Figures in parentheses are
the number of variables obtained after dimensionadiduction.

Feature PCA CCA SOM

Eyes 85.5% (250) 82.75% (22) 80.25% (36)
Mouth 81.25% (253) 81.55% (22) 80.25% (36)
Full Face 87.5% (256) 87%  (26) 83.25% (64)

Table 2. Classification rates of the composite datd original image data by an SVM.
Figures in parentheses are the number of variahbiesned after dimensionality reduction.

Feature PCA CCA SOM
Composite 92.25% (759) 91.5% (70) 89.75% (136)
Original Full Face 86.5% (283) 85.5% (36) 83.268%)
100
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Figure 3. Average classification rates on diffeffeatures.



5. Human Experiments

We recruited 80 participants (40 Male, 40 Femaleamage 40.1 years) to
undertake a gender classification task using exdab# same sub-images that
were used to test the dimensionality reduction riegkes. Each participant

viewed 80 eye and 80 mouth sub-images and weredaskeecord their best

guess for the gender for each image. Each set @ysnouths) comprised 40
male and 40 female images, presented in randonr.dbdg¢a were collated by

subjects and by items (the latter for the purpdssmor analysis). We compared
human and model performance on gender classifitéhoB. in this context, the

model performance was that for the sub images oolythe composite data).

5.1. Eye Images

Mean performance accuracy for eye classificatiors w&.25% (standard
deviation = 5.42%). Chance performance on this taskild be 50% so
participants performed well above chance. There madifference between
male and female participants in terms of their eacyt In the items analysis,
gender recognition accuracy varied considerablgsscthe 80 eye images (range
13-100% correct). Interestingly, there were veny fets of eyes that elicited
chance levels of recognition performance. Rathey ttended to be correctly
classified by the majority or incorrectly classifiby the majority.

A major focus of interest with this work is whethee classification errors
of human participants are associated with thoséhefcomputational models
(PCA, CCA, and SOM) under generalization. We suiddid the 80 eye images
into 2 groups based on whether each model hadif@asthe gender correctly.
We then investigated whether those items that weaneously classified by the
model were less accurately classified by the 80dwparticipants. This analysis
is summarized in the table below.

Table 3. A comparison of classification accuractesaby human participants for eye images
classified incorrectly and correctly by the 3 corgtional models

No. No. Mean human accuracy for ~ Mean human accuracy for

Model Incorrect  Correct items incorrectly classified by items correctly classified by
Items Items the model the model
PCA 13 67 727 % 78.4%
CCA 13 67 71.9 % 78.6%
SOM 19 61 57.1 % 83.8%

Although the accuracy of humans was always higbeitéms that had been
correctly classified by the models, this differensas statistically significant



only for the SOM (p < 0.005). Since the data weo¢ mormally distributed,
differences were analysed non-parametrically (M#nn-Whitney’'s U Test).

It is notable that the SOM made more classificaimors than the two other
models and this may be why it predicts the humada dere correctly. The other
two models made few errors overall and hence thgpkasize is small.

5.2. Mouth Images

Mean performance accuracy for gender classificabbrmouth images was
75.4% (standard deviation = 5.7%he fact that, once again, participants scored
well above chance level suggests that informatseful for gender recognition
can be derived from specific facial features, ewdren represented at a fairly
low level of resolution.

The overall accuracy rate of the models and huneicipants is very
similar. As with the eye data, we compared humafop@ance on those mouth
images that the model had classified incorrectlg earrectly. These data are
presented in table 4.

Table 4. A comparison of classification accuractesaby human participants for mouth images
classified incorrectly and correctly by the 3 congtional models

No. No. Mean human accuracy for ~ Mean human accuracy for
Model Incorrect  Correct items incorrectly classified by items correctly classified by
Items Items the model the model
PCA 15 65 57 % 79.7 %
CCA 20 60 54.6 % 82.4 %
SOM 21 59 59.2 % 81.2%

The differences were significant at p < 0.001 asléor all 3 methods,
showing that those items which the models fail ategorise correctly are more
likely to elicit gender recognition errors in hunsan

6. Discussion and Conclusion

Hair, especially for females, forms a major part tbé image and has a
dominating effect on the classification. Many mabéth long hair and females
with short hair were misclassified when the origifidl face images are used.
The global and feature based model largely solkidproblem, by reducing the
effect of misleading hairstyles, while not removiingportant hair information.

Figure 4 shows examples of individual faces that misclassified when the
original full face images are used and classifiedrectly by the global and

feature based model.
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Figure 4. Examples of the faces that are misciasistfue to hair style of the individuals.

The global and feature based model for genderifitag®on presented here
performs significantly better than the global aedtéral models individually.
This model allows inspection of facial data at gas component levels and the
results presented suggest that all components dagly levels of gender
information. We believe that this type of repres#ion also acts as a weighting
factor of information, where highly variable disoihatory information (like
hair) alone does not affect classification. Impotiig the global and feature
based model captures an attentional component ofahuface recognition,
whereby a human observer may use specific facarfeatues to aid gender
identification. Our experiments with human subjestowed that impressive
levels of gender recognition accuracy were obtaifiein low resolution
representations of single facial features (i.eseymd mouths). This underscores
the importance of these specific features and stppthe psychological
plausibility of the global and feature based modilcussed in this paper.
Moreover, there was some association between tioesemade by the models
and those made by human observers. This, agaipodspthe psychological
plausibility of these models although we will ndedeplicate this in some new
sets of feature images that reflect a greater nuwbelassification errors by the
3 models. We hope that this approach will alsolifaté a useful comparison
between the different dimensionality reduction tegbes.

Finally, we note that the performance of CCA, almaar technique, is
comparable to PCA, with the added advantage thaset far fewer variables
than PCA.
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