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ABSTRACT
The Nuclear Stellar Disc (NSD) is a flattened high-density stellar structure that dominates the gravitational field of the Milky
Way at Galactocentric radius 30 . 𝑅 . 300 pc. We construct axisymmetric self-consistent equilibrium dynamical models of
the NSD in which the distribution function is an analytic function of the action variables. We fit the models to the normalised
kinematic distributions (line-of-sight velocities + VIRAC2 proper motions) of stars in the NSD survey of Fritz et al., taking the
foreground contamination due to the Galactic Bar explicitly into account using an 𝑁-body model. The posterior marginalised
probability distributions give a total mass of 𝑀NSD = 10.5+1.1−1.0×10

8 M�, roughly exponential radial and vertical scale-lengths of
𝑅disc = 88.6+9.2−6.9 pc and 𝐻disc = 28.4

+5.5
−5.5 pc respectively, and a velocity dispersion 𝜎 ' 70 km s−1 that decreases with radius. We

find that the assumption that the NSD is axisymmetric provides a good representation of the data.We quantify contamination from
the Galactic Bar in the sample, which is substantial in most observed fields. Our models provide the full 6D (position+velocity)
distribution function of the NSD, which can be used to generate predictions for future surveys. We make the models publicly
available as part of the software package Agama.

Key words: Galaxy: centre – Galaxy: structure – Galaxy: kinematics and dynamics

1 INTRODUCTION

The centre of the Milky Way harbours a Nuclear Stellar Disc (NSD),
a flattened high-density stellar structure that dominates the gravita-
tional field at Galactocentric radius 30 . 𝑅 . 300 pc. The NSD is
part of the Nuclear Bulge, which can be defined as the region within
Galactocentric radius 𝑅 ' 300 pc and consists of the NSD, a much
more compact and more spherical Nuclear Star Cluster (NSC), the
central black hole Sgr A*, and an accumulation of dense and star-
forming gas known as theCentralMolecular Zone (CMZ) (Launhardt

★ E-mail: mattia.sormani@uni-heidelberg.de

et al. 2002). The NSD is not isolated but is embedded at the centre
of the much larger Galactic Bulge/Bar.

1.1 Structure of the NSD

The first comprehensive description of the NSD can be found in
Launhardt et al. (2002), although hints at its existence can be found
in previous works (Catchpole et al. 1990; Lindqvist et al. 1992).
Launhardt et al. (2002) report a radius of 𝑅 = 230 ± 20 pc from
COBE infrared photometry, a vertical scale-height of ℎ = 45 ± 5 pc
from warm dust (used as a proxy of the stellar distribution due to
the low resolution of the COBE data), and a total mass of 𝑀 =

1.4 ± 0.6 × 109M� . Nishiyama et al. (2013) fit exponentials to star
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counts in the 𝐻 and 𝐾 bands and find a similar scale-height of ℎ =

45±3 pc. Schödel et al. (2014) find a somewhat smaller scale-height
of ℎ ' 30 pc using Spitzer/IRAC infrared photometry; however, they
do not explicitly study the structural properties of the NSD but they
fit it as a background for their study of the NSC. Gallego-Cano et al.
(2020) study the NSD using two different datasets (the stellar density
map from Nishiyama et al. 2013 and Spitzer/IRAC 4.5𝜇m images)
and find a radial scale-length of 𝑅 ' 90 pc and a scale-height of
about ℎ ' 30 pc. Debattista et al. (2015, 2018) argue for a much
larger NSD with radius of ' 1 kpc as an explanation for the presence
of high-velocity peaks in the line-of-sight velocity distribution of
stars near the Galactic Centre at 4◦ < 𝑙 < 14◦, which however can
be also explained by stars on elongated orbits in the Galactic Bar
(Molloy et al. 2015; Aumer & Schönrich 2015; Zhou et al. 2021).
The NSD is rotating. The rotation of the NSD has been detected

in APOGEE spectroscopic data by Schönrich et al. (2015), in OH/IR
and SiO maser stars by Lindqvist et al. (1992) and Habing et al.
(2006), in ISAAC (VLT) near-infrared integral-field spectroscopy by
Feldmeier et al. (2014), in classical cepheids by Matsunaga et al.
(2015), in the KMOS spectroscopic survey by Fritz et al. (2021), and
in proper motions parallel to the Galactic plane by Shahzamanian
et al. (2021).
Whether the NSD is axisymmetric is an open question. There have

been some suggestions in the literature, based on a longitudinal asym-
metry in 2MASS star count maps (Alard 2001; Rodriguez-Fernandez
& Combes 2008) and on a change in the orientation of the Bar at
small longitudes measured by using Red Clump stars as standard
candles (Nishiyama et al. 2005; Gonzalez et al. 2011), that the NSD
may actually be a non-axisymmetric nuclear bar. Indeed, roughly
30% of nearby barred galaxies host a secondary nuclear bar (Erwin
2011). However, Gerhard & Martinez-Valpuesta (2012) (see also
Valenti et al. 2016) have shown that the asymmetry observed in the
Milky Way can also be explained by geometric projection effects of
the large-scale Bar combined with an axisymmetric NSD. Extinction
can also produce an apparent asymmetry in the stellar distribution,
since distribution of dust in the CMZ is highly asymmetric, withmost
of it being located at positive longitude (e.g. Molinari et al. 2011;
Alonso-García et al. 2017; Nogueras-Lara et al. 2021c), consistent
with the location of the apparent deficit of stars in the 2MASS maps.
This asymmetry is also obvious in the extinction maps in Figure 6 of
Schödel et al. (2014) and in the star counts in Figure 1 of Nishiyama
et al. (2013), which show clearly the presence of dark patches at
positive latitudes correlating with the position of dark clouds. Thus,
current observational constraints appear consistent with the NSD be-
ing an axisymmetric structure, although it cannot be ruled out that it
consists of a secondary nuclear bar.

1.2 Formation and evolution of the NSD

Nuclear stellar discs are common in the centre of barred spiral galax-
ies (Pizzella et al. 2002; Gadotti et al. 2019, 2020). They are ex-
pected to form as follows, although the details are not completely
understood. Interstellar gas is channelled by galactic bars towards
the centre along features known as the bar “dust-lanes” with typi-
cal inflow rates of a few M� yr−1 (Regan et al. 1997; Laine et al.
1999; Elmegreen et al. 2009; Shimizu et al. 2019; Sormani & Barnes
2019). This gas accumulates in the centre where it forms gaseous
nuclear rings with typical radii that range from a few tens of pc to a
kpc in radius (Comerón et al. 2010). These rings are vigorously star
forming, and the nuclear discs are the long-term product of this star
formation over secular timescales.
Consistent with the above picture, Gadotti et al. (2020) find that

nuclear stellar discs in nearby galaxies are characterised by near-
circular rotation and low velocity dispersions. Bittner et al. (2020)
further support the idea that nuclear discs form from star formation
in gaseous nuclear rings by showing that nuclear discs are younger,
more metal-rich, and show lower [𝛼/Fe] enhancements than their
immediate surroundings. They also find that nuclear discs exhibit
well-defined radial gradients, with ages and metallicities decreasing
with radius. They interpret these gradients as evidence that nuclear
discs grow inside-out, from a series of gaseous rings that grow in
radius over time. This inside-out formation scenario is perfectly con-
sistent with results of hydrodynamical simulations that show that the
size of nuclear rings increases with the amount of stellar mass in the
centre (Athanassoula 1992; Seo et al. 2019). This suggests that it is
the mass increase of the nuclear disc itself that causes the nuclear
ring to grow bigger, so that the next generation of stars forms at a
slightly larger radius than the previous one.

The above findings for nearby galaxies aremirrored by similar find-
ings in the Milky Way. The gaseous ring-like structure in the Milky
Way is known as the CMZ (Morris & Serabyn 1996). The current
bar-driven mass inflow rate onto the CMZ is ¤𝑀 = 0.8± 0.6M� yr−1
(Sormani & Barnes 2019; Hatchfield et al. 2021) and its current star
formation rate (SFR) is ' 0.1M� yr−1 (Barnes et al. 2017). The
NSD and the dense gas ring in the CMZ overlap in radius and have
comparable scale-heights (Molinari et al. 2011; Henshaw et al. 2016;
Longmore et al. 2017). Stars in the NSD are kinematically cold and
rotate with velocities similar to those of the dense gas in the CMZ
(Schönrich et al. 2015; Schultheis et al. 2021). Furthermore, stars in
the NSD have a metallicity distribution function that is different from
those of the NSC and of the Galactic Bulge (Schultheis et al. 2021).
These findings support the hypothesis of a strong link between star
formation in the CMZ and the formation of the NSD and are fully
consistent with the formation picture described above.

Assuming that the NSD forms from star formation in the CMZ, an
open question is how is the star formation distributed in time. Figer
et al. (2004) determined the star formation history (SFH) in pencil
beam fields throughout the NSD and argue for a quasi-continuous
SFR over the last ∼ 10 Gyr. Assuming that the SFR in the CMZ has
been constant over the last 10Gyr at the current rate of' 0.1M� yr−1
gives a total stellar mass of 𝑀 ' 109M� , very similar to the current
mass of the NSD. However, this appears to be a mere coincidence
since more recently Nogueras-Lara et al. (2020) used the GALAC-
TICNUCLEUS survey to determine the SFH over a more extended
region in the NSD and found evidence for a variable SFR. By mod-
elling the extinction-corrected 𝐾-band colour-magnitude diagram as
a superposition of star formation events at different times, they con-
clude that ∼ 80% of the stars in the NSD formed more than 8Gyr
ago, followed by a drop in star formation activity between 1 and
8Gyr ago, and then by a more recent increased activity in the last
Gyr. Assuming that the Milky Way Bar is older than 8Gyr, the SFH
determined by Nogueras-Lara et al. (2020) would be consistent with
recent simulations from Baba & Kawata (2020) that predict that the
Bar formation triggers an intense star formation episode that lasts
for ∼ 1Gyr followed by lower amounts of variable star formation
during the subsequent gigayears (see in particular their Figure 3).
The emerging picture is therefore the following: most of the mass of
the NSD formed shortly after the formation of the Bar > 8Gyr ago.
Then, from 8Gyr ago to the present day, the NSD has grown further
at variable rates depending on the rate of SFR in the CMZ, which is
regulated by the amount of fresh gas available through the bar-driven
inflow and possibly by internal feedback cycles (for discussions on
what controls the star formation rate in the CMZ see for example

MNRAS 000, 1–20 (2021)



Self-consistent modelling of the NSD 3

Kruĳssen et al. 2014; Krumholz et al. 2017; Armillotta et al. 2019;
Sormani et al. 2020a; Moon et al. 2021b,a).

1.3 Dynamical models

Understanding the structure and dynamics of the NSD using dynami-
cal models is important for a number of reasons. First, nuclear stellar
discs have a higher height-to-radius ratio (i.e. are puffed up), a shorter
dynamical time and a completely different formation history than the
better-studied galactic discs. Thus studying them can give us new
insight on the kinetic theory and heating mechanisms of stellar discs.
Second, constraining the gravitational potential created by the NSD
is crucially important to understand the gas flows in the CMZ and
the inward transport of gas from the CMZ down to the central black
hole (Tress et al. 2020; Li et al. 2021). Third, we need to first study
equilibrium models if we want to understand the instabilities that
might lead to the formation of inner bars (Erwin 2011; de Lorenzo-
Cáceres et al. 2019; Bittner et al. 2021). Fourth, having a model of
the distribution of stars in 6D (position+velocity) phase space can be
useful for a number of applications such as generate predictions for
future surveys or inferring the 3D position of highly extincted dark
clouds (Zoccali et al. 2021; Nogueras-Lara et al. 2021a).
In a recent paper Sormani et al. (2020b) constructed axisymmetric

Jeans models of the NSD to constrain its properties. They found a
total NSD mass of 𝑀NSD = (6.9 ± 2) × 108M� , gave an analytical
3D model for its density distribution and constrained the velocity
dispersion. However, while Jeans models are useful as a first step in
assessing the dynamical properties of a system, they are intrinsically
limited since (i) they only rely on moments of the collisionless Boltz-
mann equation and do not provide a full 6D (x,v) representation of
the system under study; (ii) the Jeans equation of the 𝑛-th moment
involves the 𝑛 + 2-th moment, so an ansatz is required to close the
hierarchy of equations; (iii) there is no guarantee that the models are
physical, i.e. that an underlying non-negative distribution function
exists; (iv) it is almost impossible to deal properly with the effects of
extinction and selection functions.
In this paper we construct self-consistent axisymmetric equilib-

rium models of the NSD in which the distribution function is an
analytic function of the action variables. These models overcome the
shortcomings of the Jeans models and provide the full 6D density
distribution in phase space. We fit these models to the spectroscopic
NSD survey of Fritz et al. (2021) cross-matched with the VIRAC2
proper motion catalogue from Smith et al. (in prep).
The paper is structured as follows. In Section 2 we describe the

observational data. In Section 3 we derive a selection function that
characterises the probability that a star ends up in our sample given
the observational selection criteria. In Section 4 we describe the
self-consistent modelling methodology, and in Section 5 the fitting
procedure. In Section 6 we present our results and in Section 7 we
discuss them. We sum up in Section 8.

2 OBSERVATIONAL DATA

We use data from the KMOS spectroscopic survey of Fritz et al.
(2021). This is a dedicated study of the NSD and the innermost
Bar/Bulge in the infrared 𝐾-band,1 containing a total of 3065 stars.
The design and strategy of the survey are described in detail in Fritz

1 In this paper, we use 𝐾 as a shorthand to denote the 𝐾𝑠 band with centre
at 2.150𝜇m.

et al. (2021). The top panel in Figure 1 shows the fields observed in
the survey, numbered as in Table A.1 of Fritz et al. (2021).

Fritz et al. (2021) provide line-of-sight velocities, but they do not
provide proper motions. For proper motion data, we cross-matched
the KMOS survey with preliminary data from the VIRAC2 photo-
metric and astrometric reduction of the Vista Variables in the Via
Lactea survey (VVV) data (Minniti et al. 2010). VVV is a multi-
epoch near-infrared survey of the Galactic Bulge and southern Disc
with observations in 𝑍𝑌𝐽𝐻𝐾 spanning an approximately ten year
baseline. Smith et al. (2018) describe the first version of the VVV In-
fraredAstrometric Catalogue (VIRAC), which use themulti-epoch𝐾
aperture photometry from VVV to measure relative proper motions.
These are then fixed to the Gaia DR2 absolute reference frame by
Sanders et al. (2019). The 2nd version of VIRAC (VIRAC2, Smith et
al., in prep.) improves on the first version by using (i) point-spread-
function photometry, (ii) an increased number of 𝐾 epochs (those
of the VVVX temporal extension to VVV) and (iii) a calibration
to Gaia DR2 astrometric reference frame at the image level. The
KMOS sources are cross-matched to VIRAC2 within a 0.4 arcsec
radius utilising the proper motions to account for the epoch differ-
ence. Only high confidence VIRAC2 sources are considered, i.e.
those not flagged as duplicates and with five-parameter astrometric
solutions. For stars with |𝜇𝑏,err | < 1mas yr−1 the typical scatter
between the 𝐽, 𝐻 and 𝐾 photometry from VIRAC2 compared to
SIRIUS (Nagayama et al. 2003; Nishiyama et al. 2006) is ∼ 0.2mag
with offset magnitudes . 0.06mag (not accounting for the differ-
ent photometric systems). There are three outliers with significantly
brighter SIRIUS 𝐾 magnitudes than VIRAC 𝐾 . Comparison with
Spitzer/IRAC [3.6] (Churchwell et al. 2009) suggests the SIRIUS
measurements are spurious for these sources. From the cross-match
we obtain proper motions for 2533 out of the 3065 stars in the KMOS
survey. Most of the KMOS sources fainter than 𝐾 = 10.5 are suc-
cessfully cross-matched. For stars brighter than 𝐾 ≈ 11, saturation
effects begin appearing in VVV. Thus, for stars significantly brighter
than this limit there are typically an insufficient number of unsatu-
rated observations to obtain an astrometric solution. The mode of
the proper motion uncertainty distribution is around 0.3mas yr−1
with a long tail towards higher uncertainties (the 90th percentile
is at 1.5mas yr−1). Assuming the stars are located at the Galactic
Centre, the mode uncertainty corresponds to a transverse velocity
uncertainty of ∼ 12 km s−1 (∼ 60 km s−1 for the 90th percentile).
Blending in these crowded regions could produce spurious VIRAC2
proper motions, the impact of which is difficult to assess without
higher resolution imaging. However, our sample is limited to bright
stars (𝐾 . 13) for which systematics from blending are expected to
be small.

We define the sample used in the fitting procedure (Section 5)
as follows. First, we only include stars that are primary sources of
the survey (see Fritz et al. 2021 for definitions). This leaves us with
2805 stars out of the initial 3065. Of these remaining stars, 2803
have line-of-sight velocity and 2316 have proper motions. However,
a significant fraction of propermotions have large errors, in particular
when we approach 𝐾 ' 11 due to the previously described saturation
effects. Thus, we choose to keep 𝜇𝑙 only for stars with |𝜇𝑙,err | <
1mas yr−1 and 𝜇𝑏 only for stars with |𝜇𝑏,err | < 1mas yr−1. The
final sample used in our fitting procedure contains 2805 stars of
which 2803 have 𝑣los, 1908 have 𝜇𝑙 , and 1900 have 𝜇𝑏 .

Figure 2 shows the distributions of stars and their errors in our
sample, while Figure 3 shows their colour-magnitude diagrams.
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Figure 1. The KMOS NSD survey of Fritz et al. (2021) cross-matched with
the VIRAC2 reduction of VVV. The top panel shows the fields observed in
the survey, numbered according to Table A.1 in Fritz et al. (2021). Each point
in the other three panels represents an individual star. In green and gray are
the primary sources and non-primary sources of the survey respectively. 𝑣los
is the line-of-sight velocity. 𝜇𝑙 and 𝜇𝑏 are the proper motions in the Galactic
longitude and latitude direction respectively.

3 SELECTION FUNCTION

As is evident from Figure 3, the stars in our sample only cover certain
parallelogram-shaped areas of the 𝐾-(𝐻 − 𝐾) plane. This is mainly
the result of the following three selection criteria:

(i) The survey of Fritz et al. (2021) selects only stars in the region
6.6575 < 𝐾−1.37×(𝐻−𝐾) < 9.1575 (i.e. between the two diagonal
black dashed lines in Figure 3). This corresponds to selecting stars
with unextincted apparent magnitude between 7.0 < 𝐾0 < 9.5 if we
assume that (1) the intrinsic colour of the observed stars is (𝐻−𝐾)0 =
0.25 (typical for red giants, which constitute > 99% of all the stars
in the survey), and that (2) extinction is related to the colour excess
by (see discussion in Fritz et al. 2021)

𝐴𝐾 = 1.37 × [(𝐻 − 𝐾) − (𝐻 − 𝐾)0] . (1)

In reality, stars in the sample do not all have exactly the same (𝐻−𝐾)0
(see Figure 4), but this is a small effect, so to a good approximation
stars in our sample have unextincted magnitudes in the range 7.0 <
𝐾0 < 9.5.
(ii) The survey contains a blue cut that excludes stars with

(𝐻 − 𝐾) < (𝐻 − 𝐾)cut. The value of (𝐻 − 𝐾)cut is field-dependent
and varies from 0.3 in high latitude fields to 0.9 in the mid plane.
Since extinction is related to the (𝐻−𝐾) colour via Equation (1) and
since stars in our sample are confined to a small range in (𝐻 − 𝐾)0
(see Figure 4), this is essentially a cut on extinction, hence its pri-
mary effect is to remove foreground objects (see also the intersection
between the two lines in the left panels in Figure B1).
(iii) The survey has a magnitude truncation so that only stars with

8 < 𝐾 < 14 are retained. For proper motions, there is an additional
effective magnitude cut at 𝐾 ' 10 because proper motions with
errors less than 1 mas/yr are not available if the stars are too bright.
This is visible in the bottom two panels of Figure 3.

The effect of these selection criteria that is of concern to us here
is that the probability of observing a star depends on its distance
from us. Because intrinsically brighter stars (i.e., with larger absolute
magnitude 𝑀𝐾 ) are rarer than fainter stars along the giant branch,
and because stars in our sample are limited in apparent magnitude
(7.0 . 𝐾0 . 9.5, see above), stars closer to us are preferentially
observed than those that are further away. This effect is negligible
for stars within the NSD, but is significant for stars belonging to the
Galactic Bar/Disc, so we need to model it. We do so by introducing
a selection fraction 𝑆𝑘, 𝑗 (𝑑). This is defined as the fraction of stars
that end up in our survey given a fixed amount of stellar mass at
distance 𝑑. We normalise this fraction by its value at the Galactic
Centre, 𝑆𝑘, 𝑗 (8.2 kpc) = 1 (Gravity Collaboration et al. 2019). So
for example, if 𝑆𝑘, 𝑗 (5 kpc) = 2.5 there will be 2.5 times more stars
that end up in our survey from a given stellar population placed at
𝑑 = 5 kpc than if the same population were placed at the Galactic
Centre.
The selection fraction is field-dependent (index 𝑗), because, as

mentioned in the second item above, the value of (𝐻 − 𝐾)cut varies
slightly from field to field. The selection fraction also depends on
whether we consider line-of-sight velocities or proper motions (index
𝑘), because only proper motions have the 𝐾 ' 10 cut in the colour-
magnitude distribution (see third criterion above and Figure 3).
We construct the selection fraction 𝑆𝑘, 𝑗 through the following

steps:

(i) We first incorporate the criteria that only stars with 7.0 <
𝐾0 < 9.5 are selected.We generate stars from aKroupa (2001) initial
mass function (IMF) between a minimum mass of 0.01M� and a
maximummass of 100M� . We then evolve these stars to present day
for a range of different ages and metallicities using stellar evolution
tables from the PARSEC team (Bressan et al. 2012; Marigo et al.
2017). For each age andmetallicity, we compute the one-dimensional
distributions of stars in absolutemagnitudes𝑀𝐾 .We normalise these
distributions by their total contribution of stellar mass today (stars +
remnantswhich are nowblack dwarfs, black holes and neutron stars)2
using the prescription from Maraston (1998). The reason why we do
the normalisation in this way is that we need to translate number of
observed stars into themass of the population they represent (because
our models are defined in terms of mass per phase space). We then
sum these distributions by weighting by age according to the star
formation history in the Galactic Bulge from Bernard et al. (2018)
and by metallicity according to the metallicity distribution function
from the combined spectroscopic sample studied by Schultheis et al.
(2019). We thus obtain the𝑀𝐾 distribution of stars at present day for
a given mass of star formation. We then convert this 𝑀𝐾 distribution

2 We neglect mass lost due to stellar winds. We have checked that this does
not affect the selection fraction significantly.

MNRAS 000, 1–20 (2021)
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Figure 2. Top row: histograms of line-of-sight velocities and proper motions in our sample. Bottom row: the corresponding observational errors. Numbers
annotated in the top panels indicate the total number of stars in each histogram. The vertical black dashed line in the bottom panels indicates the quality cut
that we applied on proper motions (see Sect. 5). Gray are the histograms before the quality cut, while in colour (red or yellow) are the histograms with the stars
remaining after the cut. The distribution of 𝜇𝑙 proper motions is not centred around 0 because these are absolute proper motions, not relative, and therefore the
central black hole has a finite proper motion of about 𝜇𝑙 ' 6.4mas yr−1 which is due to the orbit of the Sun around the Galactic Centre (e.g. Reid & Brunthaler
2004).

into a 2D distribution of stars as a function of unextincted 𝐾0 and
distance 𝑑 using the relation

𝐾0 = 𝑀𝐾 + 5 log10
(
𝑑

10 pc

)
, (2)

and for each distance we find the fraction of stars that fall within the
range 7 < 𝐾0 < 9.5. This fraction normalised by its value at 8.2 kpc
gives us a selection fraction that takes into account the first selection
criterion above. The black line in Figure 5 shows the distribution
of stars with 𝐾0 = 8.25 as a function of distance modulus as an
illustrative example.
(ii) To incorporate the (𝐻 − 𝐾)cut we proceed as follows. We

take the distribution of intrinsic (𝐻 − 𝐾)0 in our sample (Figure 4),
and assume that the same distribution is valid for the stellar popula-
tions generated in the previous step (independently of the distance).
Then for each given distance and for each field we get the colour
excess 𝐸 (𝐻 − 𝐾) and its uncertainty from the 3D extinction map of
Schultheis et al. (2014). We take the intrinsic (𝐻 − 𝐾)0 distribution,
shift it by 𝐸 (𝐻 − 𝐾) and broaden it by the uncertainty. In this way
we obtain a predicted (𝐻 − 𝐾) distribution for each distance and for
each field. Finally, we use these distributions to calculate the fraction
of stars with (𝐻−𝐾) > (𝐻−𝐾)cut at each distance and in each field.
This gives a distance-dependent and field-dependent multiplicative
factor that is incorporated into the selection fraction.
(iii) Finally, we incorporate the truncation 8 < 𝐾 < 14 and the

magnitude cut on stars with good proper motions as follows. We take
the 2D distribution of stars as a function of 𝐾0 and 𝑑 calculated at
step (i) and convert it into a 2D distribution as a function of 𝐾 and
𝑑 using the relation 𝐾 = 𝐾0 + 𝐴𝐾 , Equation (1) and the values of
𝐸 (𝐻 −𝐾) from the Schultheis et al. (2014) 3D map. We then look at
the fraction of stars that fall outside the truncation 8 < 𝐾 < 14 as a
function of distance and include this as a multiplicative factor in the
selection fraction. For the proper motions only, we histogram in 𝐾

all the stars in our sample in the given field and the subset with good
proper motions (see middle panel in Figures B1-B4). We then take
the ratio as a function of 𝐾 as a multiplicative factor that is included
in the selection fraction.

In Appendix B we report the selection fraction obtained for all fields.

4 SELF-CONSISTENT MODEL

The models are made of two components: the NSC and the NSD.
The properties of the NSC have already been well constrained in
previous work, so we treat it as a fixed external component defined
by its axisymmetric density distribution 𝜌NSC (𝑅, 𝑧) (Section 4.1).
We do not have to worry about contamination of stars from the NSC
in our sample because the KMOS NSD data of Fritz et al. (2021)
avoids the inner few arcmins which are occupied by the NSC. It is
not necessary to include the central black hole Sgr A* in our models
since its gravitational potential dominates at 𝑅 . 1 pc, much smaller
than the scales of interest here.
The NSD is assumed to be an axisymmetric, collisionless stellar

system in dynamical equilibrium within the gravitational potential
created by itself and the NSC. The NSD is defined by an analytic
distribution function (DF) 𝑓 (J) which is a function of the action
integrals (Section 4.2).

4.1 The Nuclear Star Cluster

The NSC is a fixed component that simply provides an external con-
tribution to the overall gravitational potential. The mass distribution
that generates the potential of the NSC is taken to be the best-fitting
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Figure 3. Colour-magnitude diagram of stars in our sample. The coloured
stars are those included in our sample and used in our fitting procedure (Blue:
stars with 𝑣los, Red: stars with 𝜇𝑙 , Yellow: stars with 𝜇𝑏), while the gray stars
are those excluded from our sample. The saturation effect that prevents us
from obtaining high-quality proper motions for stars with 𝐾 & 10 is evident
as a magnitude cut in the bottom two panels. The two diagonal black dashed
lines 𝐾 = 1.37(𝐻 −𝐾 ) + 6.6575 and 𝐾 = 1.37(𝐻 −𝐾 ) + 9.1575 represent
one of the selection criteria of the Fritz et al. (2021) survey (see Section 3).
The gray shaded region shows the range in which the cut (𝐻 − 𝐾 )cut is
applied in the survey, which varies by field from 0.3 to 0.9 (see Section 3).
The colours in this figure match those in Figure 2.

axisymmetric model from Chatzopoulos et al. (2015a):

𝜌NSC (𝑅, 𝑧) =
(3 − 𝛾)𝑀NSC

4𝜋𝑞
𝑎0

𝑎𝛾 (𝑎 + 𝑎0)4−𝛾
, (3)

where

𝑎(𝑅, 𝑧) =

√︄
𝑅2 + 𝑧2

𝑞2
, (4)

and 𝛾 = 0.71, 𝑞 = 0.73, 𝑎0 = 5.9 pc, and𝑀NSC = 6.1×107M� . The
total cluster mass of this model is significantly higher than the mass
given in Schödel et al. (2014) or in Feldmeier-Krause et al. (2017),
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Figure 4.Distribution of intrinsic colour (𝐻−𝐾 )0 for stars in our sample.We
used the values provided by Fritz et al. (2021) derived from the spectroscopic
parameters.
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Figure 5. The selection fraction 𝑆𝑘, 𝑗 for an example field (see discussion
in Section 3). Blue solid: the selection fraction for 𝑣los. In this example
field, stars closer to us are preferentially selected up to a sharp drop at a
distance of approximately 𝑑 ' 3 kpc. Red dashed: the selection fraction for
the proper motions (the ones for longitude and latitude proper motions are
nearly identical). The vertical dashed line indicates the position of theGalactic
Centre. The black solid line is the distribution of a population of stars all with
unextincted apparent magnitude 𝐾0 = 8.25.

but this does not make a significant difference on our results for the
NSD. The NSC has no free parameters.

4.2 The Nuclear Stellar Disc

According to Jeans’s theorem, the DF of a steady-state system must
depend on the phase-space coordinates only through the integrals of
motion (e.g. Binney & Tremaine 2008). A particularly convenient
choice is to use the action variables J = (𝐽𝑅 , 𝐽𝜙 , 𝐽𝑧) as integrals of
motion because these variables also act as the conjugate momenta of
the action-angle coordinate system (e.g. Binney 2013). We define the
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NSDwith a quasi-isothermal DF which is a parametrised function of
the three action variables (Binney 2010; Binney & McMillan 2011;
Vasiliev 2019):

𝑓 (J) = Σ̃Ω

2𝜋2𝜅2
𝜅

�̃�2𝑟
e
− 𝜅𝐽𝑅
�̃�2𝑟

𝜈

�̃�2𝑧
e
− 𝜈𝐽𝑧
�̃�2𝑧 ×


1 if 𝐽𝜙 ≥ 0

e
2Ω𝐽𝜙
�̃�2𝑟 if 𝐽𝜙 < 0

, (5)

where

Σ̃(𝑅𝑐) = Σ0e
− 𝑅𝑐
𝑅disc , (6)

𝜎𝑟
2 (𝑅𝑐) = 𝜎2𝑟 ,0e

− 2𝑅𝑐
𝑅𝜎,𝑟 + 𝜎2min , (7)

𝜎𝑧
2 (𝑅𝑐) = 2𝐻2disc𝜈

2 (𝑅𝑐) + 𝜎2min . (8)

Here, 𝐽𝑅 ≥ 0 is the radial action which describes radial oscillations,
𝐽𝑧 ≥ 0 is the vertical action describing oscillations out of the 𝑧 = 0
plane and 𝐽𝜙 = 𝑅𝑣𝜙 is the azimuthal action which coincides with
the conserved 𝑧-component of the angular momentum, and can have
both signs. 𝑅𝑐 (𝐽) is the radius of the circular orbit with angular
momentum 𝐽 = (𝐽2 + 𝐽2min)

1/2, where 𝐽 = |𝐽𝜙 | + 𝑘𝑟 𝐽𝑟 + 𝑘𝑧𝐽𝑧 , and
𝑘𝑟 and 𝑘𝑧 are dimensionless coefficients. The reasonwe use 𝐽 instead
of 𝐽𝜙 as argument of 𝑅𝑐 is that the former gives a value that better
represents the average radius of a star with given angular momentum
𝐽𝜙 (e.g. a star with 𝐽𝜙 ' 0 will not in general stay close to 𝑅 = 0
if the other two actions are large). 𝐽min is a parameter introduced
to avoid a pathological behaviour of the DF in the case of a cuspy
potential when epicyclic frequencies tend to infinity as 𝑅 → 0. 𝜎min
is a minimum value of velocity dispersion that is added in quadrature
in Eqs. (7) and (8) in order to avoid the pathological situation when
the velocity dispersions drop so rapidly with radius that the value
of DF at 𝐽𝑟 = 𝐽𝑧 = 0 increases indefinitely at large 𝐽𝜙 . We choose
𝑘𝑟 = 1.0, 𝑘𝑧 = 0.25 (in this way 𝐽 is approximately constant across
an energy surface - see equation 16 and related discussion in Vasiliev
2019), 𝐽min = 10 km s−1 kpc and 𝜎min = 2 km s−1. 𝜅(𝑅𝑐) and 𝜈(𝑅𝑐)
are the radial and vertical epicyclic frequencies at radius 𝑅𝑐 , and
Ω(𝑅𝑐) is the angular frequency.
The NSD has a total of 5 free parameters that we fit to the data:

{𝑀NSD, 𝑅disc, 𝐻disc, 𝜎𝑟 ,0, 𝑅𝜎,r}.𝑀NSD is the totalmass of theNSD,
which is specified through the overall normalisation to the surface
density profileΣ0. 𝑅disc controls the radial scale-length of the density
profile, while 𝜎𝑟 ,0 and 𝑅𝜎,𝑟 control the central radial velocity dis-
persion and the radial scale of the (approximately exponential) radial
velocity dispersion profile.3 Thus, the density and velocity dispersion
profiles can be varied independently. Increasing 𝜎𝑟 ,0 while keeping
fixed the other parameters makes the disc hotter (and therefore de-
creases the amount of rotation in the disc). Decreasing 𝑅𝜎,𝑟 while
keeping the other parameters fixed makes the disc colder in the outer
parts relative to the inner parts. 𝐻disc sets the vertical scale-height
and also controls the vertical velocity dispersion since the latter is de-
termined by the self-gravity of the disc and hence by its scale-height.
Increasing 𝐻disc will make the disc vertically hotter and thicker. The
azimuthal (𝜙) velocity dispersion is uniquely linked to the radial one.

4.3 Iterative procedure

Given ΦNSC (𝑅, 𝑧) and 𝑓 (J), the model is (in theory) completely
specified by the requirement of self-consistency. But in practice it is
not trivial to find the density/potential pair {𝜌NSD (x),ΦNSD (x)} that

3 Here radial velocity refers to the radial velocity with respect to the Galactic
Centre, not the line-of-sight velocity.

is implied by this requirement. We find this pair using the iterative
procedure introduced by Binney (2014) implemented in the self-
consistent galaxy modelling module of the software packageAgama
(Vasiliev 2019).
Given a gravitational potential Φ(x) = ΦNSC + ΦNSD and

𝑓 (J), Agama can calculate the DF 𝑓 (J(x, v)) and the density
𝜌NSD (x) =

∫
d3v 𝑓 (J(x, v)) as a function of ordinary phase-space

coordinates.4 Amodel is said to be self-consistent if the gravitational
potential calculated from 𝜌NSD (x) via Poisson’s equation coincides
with theΦNSD (x) given at the beginning. The gravitational potential
ΦNSD (x) that accomplishes this is in general not known a priori, and
it is determined through the iterative procedure.
The procedure works as follows. We start with an initial guess

for the gravitational potential Φ0 (x) = ΦNSC +ΦNSD,0 and use this
guess and 𝑓 (J) to evaluate 𝜌NSD,1 (x). From this density and Pois-
son’s equation one recovers a new estimate of the NSD potential
ΦNSD,1, which is used to re-evaluate the densities and find an im-
proved potential ΦNSD,2. This sequence of densities and potentials
usually converges after ∼ 5 iterations (Binney 2014). The model is
then complete and ready to predict any observable. ΦNSC and 𝑓 (J)
are kept fixed during the iterative procedure. As an initial guess
we use the density/potential generated by the best-fitting NSDmodel
(model 3) of Sormani et al. (2020b). At each iteration, the density and
the potential of the NSD are evaluated on a cylindrical grid which is
logarithmically spaced in radius between RminCyl = 10−3 kpc and
RmaxCyl = 10 kpc with sizeRadialCyl = 50 radial points, and
vertically between zminCyl = 5 × 10−3 kpc and zmaxCyl = 1 kpc
with sizeVerticalCyl = 30 points (see Agama documentation).
The entire procedure requires ∼ 5min on an 8-core laptop.

4.4 Coordinate systems

It is well known (and unfortunate) that the origin of the Galactic
Coordinate system (𝑙, 𝑏) = (0, 0) does not coincide with the location
of Sgr A* which is believed to mark the “true” Galactic Centre,
(𝑙SgrA∗, 𝑏SgrA∗) = (−0.05576432,−0.04616002)◦. This offset was
taken into account in the design of the KMOS NSD survey of Fritz
et al. (2021). In order to deal with this fact, we use two coordinate
systems in this paper.
The first is a right-handed Cartesian Galactocentric coordinate

system (𝑋,𝑌, 𝑍) oriented such that the 𝑋𝑌 plane is the Galac-
tic plane and 𝑍 points towards the North Galactic Pole. This sys-
tem is at rest with respect to the Galactic Centre and is used as
the basis to define the usual Galactic Coordinates, so the origin
(𝑋,𝑌, 𝑍) = 0 corresponds to (𝑙, 𝑏) = (0, 0). The Sun is assumed
to be located at (𝑋� , 𝑌� , 𝑍�) = (0.0,−8.2, 0.025) kpc and to have
total velocity (Local Standard of Rest + peculiar) (𝑉𝑥� , 𝑉𝑦� , 𝑉𝑧�) =
(−249, 10, 7) km s−1 in this system5 (e.g. Bland-Hawthorn & Ger-
hard 2016). The position of Sgr A* in this system is assumed to be
(𝑋SgrA∗, 𝑌SgrA∗, 𝑍SgrA∗) = (7.98, 0.0,−6.6) pc, so that its Galactic
Longitude and Latitude coincide with the observed ones.
The second is a Cartesian coordinate system (𝑥, 𝑦, 𝑧) which is

centred on Sgr A*. It is related to the previous coordinate system by

4 The standard method for estimating J from (x, v) is the ‘Stäckel fudge’
introduced by Binney 2012 with the refinements of Vasiliev 2019; see also
Sanders & Binney 2016 for a review of action estimation methods
5 Note the swapping of 𝑋 and 𝑌 axes with respect to other commonly used
convention, e.g., from Astropy.
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a simple translation:

𝑥 = 𝑋 − 𝑋SgrA∗ ,
𝑦 = 𝑌 − 𝑌SgrA∗ , (9)

𝑧 = 𝑍 − 𝑍SgrA∗ .

We assume that both the NSD and NSC are centred on the origin of
the (𝑥, 𝑦, 𝑧) system and that 𝑧 coincides with their axis of symmetry.

5 FITTING PROCEDURE

We compare the model and the data using the normalised line-of-
sight velocity and proper motion distributions in each of the 24
KMOS fields displayed in Figure 1. The comparison is purely based
on the kinematics and neglects any photometric information.
We model the distributions as the sum of two contributions: (i)

the NSD, and (ii) the contaminating background due to the Galactic
Bar/Bulge and Disc (hereafter we refer to this simply as the “Bar”
for simplicity). We fit the predicted distributions using a likelihood
(Equation 18) that is a function of the 5 free parameters of the NSD
model, 𝜃 = {𝑀NSD, 𝑅disc, 𝐻disc, 𝜎𝑟 ,0, 𝑅𝜎,r} (see Section 4.2). The
following subsections describe how we calculate the likelihood of
the model.

5.1 Definitions

Let us denote the three kinematic observables with the notation 𝑜𝑘 ,
where 𝑘 = {1, 2, 3} and 𝑜1 = 𝑣los, 𝑜2 = 𝜇𝑙 and 𝑜3 = 𝜇𝑏 . Consider a
star 𝑖 in a KMOS field 𝑗 . We call 𝑝(𝑜𝑘,𝑖 | 𝑗 , 𝑘, 𝜃) the probability that
the star has kinematic observable 𝑜𝑘,𝑖 given that it is located in the
field 𝑗 , that it has a measurement of the observable 𝑘 and given the
parameter set 𝜃. This probability satisfies∫ +∞

−∞
𝑝(𝑜𝑘 | 𝑗 , 𝑘, 𝜃) d𝑜𝑘 = 1. (10)

In ourmodel, each star belongs to either theNSDor theBar. Therefore
we write:

𝑝(𝑜𝑘,𝑖 | 𝑗 , 𝑘, 𝜃) = 𝑝(NSD| 𝑗 , 𝑘, 𝜃) 𝑝(𝑜𝑘,𝑖 | 𝑗 , 𝑘, 𝜃,NSD)
+ 𝑝(BAR| 𝑗 , 𝑘, 𝜃) 𝑝(𝑜𝑘,𝑖 | 𝑗 , 𝑘, 𝜃,BAR) , (11)

where

• 𝑝(NSD| 𝑗 , 𝑘, 𝜃) is the probability that the star belongs to the
NSD given that it is in field 𝑗 and that it has a measurement of the
observable 𝑘;

• 𝑝(𝑜𝑘,𝑖 | 𝑗 , 𝑘, 𝜃,NSD) is the probability that the star has kine-
matic observable 𝑣𝑖 given that it is located in the field 𝑗 , that it has a
measured observable 𝑘 and that it belongs to the NSD;

and so on with obvious notation. These probabilities satisfy∫ +∞

−∞
𝑝(𝑜𝑘 | 𝑗 , 𝑘, 𝜃,NSD) d𝑜𝑘 = 1 , (12)

and

𝑝(NSD| 𝑗 , 𝑘, 𝜃) + 𝑝(BAR| 𝑗 , 𝑘, 𝜃) = 1 . (13)

5.2 Calculation of 𝑝(𝑜𝑘 | 𝑗 , 𝑘, 𝜃,NSD)

We calculate 𝑝(𝑜𝑘 | 𝑗 , 𝑘, 𝜃,NSD) using the self-consistent NSD
model described in Section 4. The procedure is as follows:

(i) Generate 2 × 107 stellar samples from the model using the
Agama built-in sampling tool. This is done only the first time (i.e.
for the first evaluation of the likelihood), and for subsequent models
we use the same fixed set of samples reweighted by the new model
to avoid small random fluctuations between models.
(ii) Calculate the (𝑙, 𝑏, 𝑜𝑘 ) position and the distance 𝑑 of every

sampled star.
(iii) Retain only the stars that in the (𝑙, 𝑏) plane fall within a radius

of 0.07◦ from the centre of the field 𝑗 .
(iv) Construct a 1D Kernel Density Estimation (KDE) of the 𝑜𝑘

distribution of the retained stars, weighted by their mass and by
the selection function 𝑆𝑘, 𝑗 (𝑑) (Section 3). The KDE is constructed
using a Gaussian kernel, and the bandwidth 𝑏 is estimated using
the Scott (1992) rule6. We use the KDE implementation from the
KDEpy package.7 The probability distribution estimated by the KDE
constitutes 𝑝(𝑜𝑘 | 𝑗 , 𝑘, 𝜃,NSD).

5.3 Calculation of 𝑝(𝑜𝑘 | 𝑗 , 𝑘, 𝜃,BAR)

The background due to the Galactic Bar/Bulge and the Disc is ex-
plicitly taken into account using an 𝑁-body model from Portail et al.
(2017) [hereafter P17]. These authors constructed dynamical models
of the Milky Way Bar by integrating an 𝑁-body system and slowly
adjusting the masses of the particles until the time-averaged density
field and other model observables converged to prescribed data, us-
ing the made-to-measure method (Syer & Tremaine 1996; de Lorenzi
et al. 2007). The P17models are constrained to reproduce a variety of
stellar density and kinematic data, and they build upon previous re-
constructions of the 3D Bar density from red clump giant star counts
(Wegg & Gerhard 2013; Wegg et al. 2015). P17’s overall best-fitting
model had a pattern speed of Ωp = 40 km s−1 kpc−1. The pattern
speed is one of the most important parameters of the Bar since it
sets the location of the resonances. More recently, there has been
evidence for somewhat lower values of Ωp (Clarke et al. 2019; Bin-
ney 2020; Chiba & Schönrich 2021; Clarke & Gerhard 2021). Here
we consider the P17 model with Ωp = 37.5 km s−1 kpc−1 which was
found to be a good match to the VIRAC proper motions in Clarke
et al. (2019) and, with gas dynamical modelling, to the observed
distribution of interstellar gas in the (𝑙, 𝑣los)-diagram (Sormani et al.
2015; Li et al. 2016, 2021). We neglect spiral arms in the Galactic
Disc, which contain too few stars to have a significant impact on
the normalised kinematic histograms used in our fitting procedure
(Nogueras-Lara et al. 2021b).
The P17 model is used here without the NSD-like central mass

concentration (see their Sections 7.3 and 10.2), and so it is well-
suited to complement our NSD model without creating issues of
double counting. Figure 6 shows the face-on surface density of the
Barmodel adopted here, and Figure 7 shows how it appears in various
observational spaces.
In order to construct 𝑝(𝑜𝑘 | 𝑗 , 𝑘, 𝜃,BAR) we proceed as follows:

(i) Calculate the (𝑙, 𝑏, 𝑜𝑘 ) position and the distance 𝑑 of every
𝑁-body stellar particle in the P17 model. The model has a total of
' 750, 000 stellar particles within the solar circle (𝑅 < 8.2 kpc).
(ii) Construct a 3D KDE of the distribution of particles in

(𝑙, 𝑏, 𝑜𝑘 ) space, weighted according to their mass and according

6 The Scott’s rule says that 𝑏 = 𝑛
−1/(𝐷+4)
eff where 𝑛eff = (∑𝑖 𝑤𝑖)2/∑𝑖 𝑤2𝑖 is

the effective number of datapoints, 𝑤𝑖 are their weights and 𝐷 is the number
of dimensions.
7 https://kdepy.readthedocs.io/en/latest/index.html
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to the selection fraction 𝑆𝑘, 𝑗 (𝑑). Again, we use Gaussian KDEs and
estimate the bandwidth using Scott’s rule.
(iii) 𝑝(𝑜𝑘 | 𝑗 , 𝑘, 𝜃,BAR) is obtained by evaluating the KDE as a

function of 𝑜𝑘 with (𝑙, 𝑏) fixed at the location of the centre of the
field 𝑗 .

The procedure is repeated for every field 𝑗 since the selection fraction
𝑆𝑘, 𝑗 is field-dependent.

5.4 Calculation of 𝑝(NSD| 𝑗 , 𝑘, 𝜃) and 𝑝(BAR| 𝑗 , 𝑘, 𝜃)

We assume that:

𝑝(NSD| 𝑗 , 𝑘, 𝜃) =
Σ̃NSD, 𝑗 ,𝑘

Σ̃NSD, 𝑗 ,𝑘 + Σ̃BAR, 𝑗 ,𝑘
, (14)

where

Σ̃NSD, 𝑗 ,𝑘 =

∫ ∞

0
𝑆𝑘, 𝑗 (𝑠)𝜌NSD (𝑠)d𝑠 (15)

Σ̃BAR, 𝑗 ,𝑘 =

∫ ∞

0
𝑆𝑘, 𝑗 (𝑠)𝜌BAR (𝑠)d𝑠 (16)

are the surface densities on the plane of the sky weighted by the
selection fraction. Here, 𝑠 is the distance along the line-of-sight
centred on field 𝑗 and 𝜌NSD and 𝜌BAR are the volume density of the
NSD and BAR respectively. Note that Equations (15) and (16) reduce
to the normal formulas for the surface density when 𝑆𝑘, 𝑗 (𝑑) ≡ 1.
The integrals in (15) and (16) are evaluated as follows. For the

NSD, we proceed as in Section 5.2 until step (iv), and then we sum
the mass of all particles in the field 𝑗 weighting by the selection
fraction. For the Bar the procedure is slightly different because of the
much lower number of particles: we proceed as in Section 5.3 until
step (ii), thenwe construct a 2DKDEof the distribution of particles in
(𝑙, 𝑏) space, weighted by their mass and by the selection fraction. We
then evaluate this KDE at the centre of field 𝑗 to obtain Σ̃BAR, 𝑗 ,𝑘 .
Once 𝑝(NSD| 𝑗 , 𝑘, 𝜃) is known, 𝑝(BAR| 𝑗 , 𝑘, 𝜃) is obtained from
relation (13).

5.5 Prior on the model parameters

We assume no prior (i.e., uniform prior on the log) on the four param-
eters {𝑀NSD, 𝑅disc, 𝐻disc, 𝜎𝑟 ,0}, while we assume a broad Gaussian
prior on log(𝑅𝜎,r):

P(𝜃) = 1
2
√
2𝜋
exp

[
−1
2

(
log(𝑅𝜎,r/1 kpc)

2

)2]
, (17)

This is done to prevent this parameter from becoming unrealistically
large in our fitting procedure (as we will see in Section 6.2, we are
only able to obtain a lower limit but no upper limit on this parameter).

5.6 Taking into account observational errors

The observational errors on the line-of-sight velocities in our sample
are typically negligible, but those on proper motions are not (see
bottom row in Figure 2). To take into account observational uncer-
tainties, we use the following simple Monte Carlo procedure. For
each star in our sample we make 𝑁err = 100 copies, each having 𝑣los
drawn from a 1D Gaussian distribution with the measured 𝑣los as
mean and with 𝑣los,err as standard deviation. We repeat this for the
components of proper motion. We then fit the data by calculating the
likelihood on the augmented sample of stars that contains 𝑁err times
more stars than the original sample (see next section). Although this

simple approach of taking into account the errors might sometimes
lead to slight biases when the errors are large (e.g. Fritz et al. 2018),
the quality cut on the proper motions used in this paper should avoid
this issue.

5.7 Likelihood function

We calculate the total likelihood as

log 𝑃 = logP(𝜃) +
3∑︁
𝑘=1

24∑︁
𝑗=1

𝑁𝑘, 𝑗∑︁
𝑖=1
log 𝑝(𝑜𝑘,𝑖 | 𝑗 , 𝑘, 𝜃) , (18)

where

(i) the sum over 𝑘 is a sum over the three observables 𝑜1 = 𝑣los,
𝑜2 = 𝜇𝑙 and 𝑜3 = 𝜇𝑏 ;
(ii) the sum over 𝑗 represents the sum over the 24 fields;
(iii) the sum over 𝑖 runs over all stars in the sample within each

field 𝑗 that have the observable 𝑜𝑘 defined. The numbers 𝑁𝑘, 𝑗 depend
on 𝑗 because the number of stars is in general different for each field,
and on 𝑘 because the number of stars with a given observable within
each field is in general different for each observable (e.g. a star might
have 𝑣los but not 𝜇𝑙 , or vice versa);
(iv) P(𝜃) is the prior on the model parameters (see Section 5.5);
(v) we have defined

𝑝(𝑜𝑘,𝑖 | 𝑗 , 𝑘, 𝜃) =
1
𝑁err

𝑁err∑︁
𝑛=1

𝑝(𝑜𝑘,𝑖,𝑛 | 𝑗 , 𝑘, 𝜃) , (19)

where 𝑜𝑘,𝑖,𝑛 is the kinematic observable 𝑜𝑘 for the 𝑛-th copy of
the star 𝑖 generated using the Monte Carlo procedure described in
Section 5.6. This is a simple way to take into account observational
errors.

The approach behind Equation (18) neglects correlations between
𝑣los and 𝜇𝑙 , i.e. we assume that the probability of a star having a
certain 𝑣los is independent of its 𝜇𝑙 . Although in principle it would be
better to use the joint likelihood 𝑝(𝑣los,𝑖 , 𝜇𝑙,𝑖 , 𝜇𝑏,𝑖 | 𝑗 , 𝑘, 𝜃), we have
chosen to avoid this to simplify the approach and avoid unnecessary
computational complications. We have checked a posteriori that the
models give an adequate representation of the data in the 𝑣los-𝜇𝑙
plane.

6 RESULTS

6.1 Fiducial model

Table 1 lists the parameters of our fiducial model. This model is
obtained by maximising the likelihood (18) using a standard Powell
algorithm.
Figure 8 shows the fiducial model projected to various observa-

tional spaces. Figures A1-A4 compare in detail the fiducial model
to the data in each KMOS field. The normalised kinematic distri-
butions shown in these plots are the basis of our fitting procedure.8
There is generally good agreement between the model and the data.
The distributions are typically made of a narrower component due
to the NSD and a broader distribution due to the background of the
Galactic Bar. The Bar dominates the tails of both the line-of-sight
velocity and proper motion distributions in all fields, including the

8 Note that the histograms in these figures are only shown in these figures to
facilitate comparison since the fitting is done on a star-by-star basis and does
not require binning, see Section 5.
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Figure 6. Top-down surface density of the Portail et al. (2017) model of the Galactic Bar (left), of the fiducial model of the NSD (middle), and of the ratio
between the two (right). The ratio illustrates how prominent the Milky Way’s NSD would be if we were to see it in an external galaxy. Note that the (𝑥, 𝑦) scale
in the middle and right panels is much smaller than in the left panel. The Sun is at (𝑥, 𝑦) = (0, −8.2 kpc) . The Galactic Bar model also includes the Galactic
Disc (see text in Section 5.3). Note that the ratio in the right panel is almost perfectly round, because the Bar is nearly axisymmetric on the scale of the NSD.

central ones. The agreement is surprisingly good if we consider that
we used the P17 Bar model, which was fitted to a different dataset,
without rescaling or adapting it in any way.
The 𝜇𝑙 distributions of the NSD in the central fields show a char-

acteristic double-peaked shape (Trippe et al. 2008; Schödel et al.
2009; Chatzopoulos et al. 2015a; Shahzamanian et al. 2021). This
is due to rotation and can be understood by considering the limiting
case of a cold disc of stars in purely circular motion: at 𝑙 = 0 stars
move perpendicularly to the line-of-sight, and stars rotating in one
sense (and placed in the front side of the NSD) will give rise to one
peak, and stars rotating in the opposite sense (and placed on the back
side of the NSD) to the other peak. The peaks are broad because our
fiducial NSD model is rather hot (see 𝜎𝑟 ,0 in Table 1). The peaks are
stronger at 𝑙 = 0 and blend together as we move to higher longitudes
due to geometric effects (the velocity of a particle in circular orbit
is exactly perpendicular to the line of sight only at 𝑙 = 0, but is not
as we move away from it). When looking at the total distributions
(NSD+Bar), the peaks in many fields tend to be washed out due to
the significant background of the Bar. The peaks become more (less)
pronounced for models with smaller (larger) dispersion 𝜎𝑟 ,0 because
the NSD becomes colder (hotter).
The 𝜇𝑙 distributions of the Galactic Bar are in general asymmetric

and skewed towards lower (more negative) proper motions, with a
shoulder in the range 𝜇𝑙 = −5 to 0mas yr−1. This is mostly due
to a purely geometric effect caused by the fact that proper motions
are defined as the tangential velocity divided by the distance. This
effect would be present even if the Bar were axisymmetric and if
the selection fraction were unity (𝑆𝑘, 𝑗 = 1). It can be understood
by considering the limiting case of a disc of stars in purely circular
motion with a given velocity curve: if we plot 𝜇𝑙 as a function of
distance along the line-of-sight, we find a curve that is not symmetric
around the Galactic Centre, and this gives rise to the asymmetry. We
give a brief illustration of this effect using a toymodel in Appendix C.
The normalised kinematic distributions seem to be well repro-

duced under the assumption of axisymmetry and betray no obvious
asymmetric residuals that would suggest the presence of a nuclear
bar. We have checked that this is not due to the selection function

(which could potentially conceal asymmetries in the NSD by assign-
ing them to non-axisymmetric properties of the Bar population): a
model obtained by maximising the likelihood while completely ig-
noring the selection function (i.e. assuming that the selection function
is constant, 𝑆𝑘, 𝑗 ≡ 1, see Section 6.2) still reproduces the normalised
kinematic distributions well and shows no obvious systematic resid-
uals. Note that an axisymmetric NSD would not be in conflict with
the observed gas asymmetry in the Central Molecular Zone, because
the latter is likely caused by processes that mostly do not affect the
NSD such as hydrodynamic instabilities and stellar feedback (Sor-
mani et al. 2018). However, the signal of a nuclear bar could be rather
weak - experiments we have conducted by scaling down an 𝑁-body
large-scale bar suggest that a signature of the presence of a nuclear
bar should be a slight longitudinal asymmetry in the peak of the 𝜇𝑙
distributions. Determining whether the NSD is truly axisymmetric
will probably require a larger statistical sample of data as well as
more detailed theoretical investigations of what the signature of a
nuclear bar would be.
Figure 10 shows radial density profiles in the plane 𝑧 = 0. The

fiducial model of the NSD dominates the density at 𝑅 < 300 pc,
which a-posteriori justifies our choice of not including the gravita-
tional potential of the Bar in our self-consistent modelling and only
treat the Bar as a background contaminant. The NSC dominates only
in the innermost few parsecs, as expected.
Contamination due to the Bar is substantial in most fields. The

second column in Table 2 gives the probability that a star in our
sample belongs to the NSD according to our fiducial model. In the
central fields this is around 70-80%, and drops as wemove away from
the centre. The third column gives the probability that a star in our
sample belongs to the NSD for the subset of stars with 𝐻 −𝐾 > 1.3.
According to our model this probability is slightly higher but not very
different from that for the whole sample. This suggests that there is
probably a significant number of Bar/Bulge stars moving through the
NSD. The fourth column gives the ratio between the surface density
of the NSD and the total surface density of Bar+NSD. Although
this simple ratio does not take into account the selection function
from Section 3, we can see that it gives values very similar to the
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Figure 7. The contaminating background due to the Galactic Bar, calculated
using the 𝑁 -body model of Portail et al. (2017), projected to various obser-
vational spaces. Contours are geometrically spaced every factor of 2. The red
square in the upper panel indicates the region |𝑙 | < 2◦, |𝑏 | < 1◦ where the
NSD is located.

Table 1. Parameters of our fiducial model. This maximises the likelihood
given by Eq. (18).

𝑀NSD 𝑅disc 𝐻disc 𝜎𝑟,0 𝑅𝜎,r
[108M� ] [pc] [pc] [ km s−1 ] [pc]

9.7 74 26 75 100

second column which does take the selection function into account,
and is therefore a very good proxy of the actual probability. This
ratio is displayed in Figure 9, which can therefore be considered a
good indication of the contamination due to the Bar as a function of
position in the sky.

6.2 Parameter search

To explore the parameter space we run a Monte-Carlo Markov Chain
(MCMC) using the likelihood (18). We use the package emcee
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Figure 8. The fiducial NSD model projected to various observational spaces.
The red circles in the top panels show the KMOS fields. Contours are geomet-
rically spaced every factor of 2. Note that the Galactic Bar background varies
on scales much larger than the NSD (compare with Figure 7). These figures
do not take into account the selection functions, they are obtained by simply
binning the model particles in the various planes. One degree corresponds to
roughly 140 pc at the distance of the Galactic Centre. The NSC is not included
in this figure.

(Foreman-Mackey et al. 2013) and run the chain with 64 walkers
and 240 steps. The results are shown in Figure 11.
The marginalised 1D distributions for each parameter are reported

in Figure 11. The total mass (𝑀NSD), radial scale-length (𝑅disc),
vertical scale-height (𝐻disc) and central velocity dispersion (𝜎𝑟 ,0)
are all well constrained by the data. The parameter 𝑅𝜎,𝑟 , the scale-
length of the radial velocity dispersion profile, is less constrained.
We only obtain a lower limit on this parameter, i.e. it cannot be too
small. This is because if the velocity dispersion drops too rapidlywith
radius, the velocity dispersion of the model is too small compared to
the data in the outer parts of the NSD.
Figure 11 also shows that there are some correlations between the

parameters. The 𝑀NSD vs. 𝑅disc correlation means that in practice
what is constrained is the surface density ∼ 𝑀NSD/𝑅2disc. Similarly,
the 𝑀NSD vs. 𝐻disc correlation implies that the edge-on surface den-
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sity ∼ 𝑀NSD/(𝑅disc𝐻disc) is being constrained. In both cases, by
increasing the mass while decreasing the scale-length it is possible
to keep the NSD contribution to the normalised histograms roughly
at the same level compared to the Bar background, hence the corre-
lation. The 𝑅disc vs. 𝐻disc correlation follows from the previous two.
The 𝜎𝑟 ,0 vs. 𝑅𝜎,𝑟 correlation likely arises because the velocity dis-
persion of the NSD is constrained to be fixed at around ' 65 km s−1
in the outer fields, and one can keep this roughly constant by increas-
ing (decreasing) the central 𝜎𝑟 ,0 while simultaneously decreasing
(increasing) 𝑅𝜎,𝑟 .
The fiducial model described in Section 6.1 is not at the centre of

the posterior distributions in Figure 11. It turns out that there is a
ridge in the 5D parameters space of models that all have essentially
the same likelihood, and that fit the data equally well. This ridge also
passes through the centre of the distributions in Figure 11. We prefer
the fiducial model presented in Section 6.1 rather than the model that
goes through the centre of the distribution because, by eye, we find
that it provides a slightly better match to the density distribution in
previous photometric studies. In any case, the fiducial model should

be taken as a representative model, but there is a range of almost
equally plausible models.

Figure 11 only reports the statistical uncertainties. To get an es-
timate of the systematic uncertainties, we repeat the MCMC under
different conditions. Figure 12 reports the results of these experi-
ments. We see that ignoring the selection function (i.e. assuming that
we can see all stars along the line of sight with equal probability,
green in Fig. 12) makes almost no difference to our results. Indeed,
the impact of the selection function on the normalised kinematic
histograms that form the basis of our fitting procedure is moderate
(see Figure 13). This suggests that the systematic uncertainty related
to the selection criteria of our survey is small. Considering only stars
that have 𝐻 − 𝐾 > 1.3 (yellow in Fig. 12), which introduces a more
stringent distance cut that excludes nearby stars in the Galactic Disc,
also makes essentially no difference to the results. Surprisingly, we
find that fitting the models using only the line-of-sight velocities
while ignoring the proper motions (red in Fig. 12) gives posterior
distributions for𝑀disc and 𝑅disc that are inconsistent with those in the
main run. Closer inspection reveals that there is only one parameter
that is really inconsistent between the two runs, because the 𝑀disc-
𝑅disc panel in the top-left of Figure 12 shows that the “only vlos” 2D
distribution follows the correlation discussed above which implies
that 𝑀disc/𝑅2disc ∼ constant. This means that considering only the
line-of-sight velocities favours an NSD with a smaller radius and
approximately the same surface density (and therefore also a smaller
total mass). The likely reason at the origin of this behaviour is that
in the fields at high longitude (|𝑙 | & 1◦) the 𝑣los distributions are rea-
sonably well fitted by the Bar alone, so the fitting procedure prefers
to eliminate the NSD contribution at large radius. When the informa-
tion from the proper motion is added, the likelihood recognises that
the Bar alone is not sufficient anymore to reproduce the distributions
in the outer fields, and prefers to add a small contribution from the
NSD at large radius to improve the fit.

Finally, we estimate the systematic errors associated with the
adopted bar model. The “Ωp = 35” run repeats the fitting proce-
dure with a different bar model from P17 that fits well the gVIRAC
(VIRAC+Gaia DR2) proper motion data discussed in Clarke &
Gerhard (2021). The main differences between this model and
the main model used in the rest of this paper are that the for-
mer has a slightly lower pattern speed (Ωp = 35 km s−1 kpc−1 vs
Ωp = 37.5 km s−1 kpc−1) and that it was originally fitted to the data
using an NSD-like component (which we have removed for the pur-
poses of this paper, see Sections 7.3 and 10.2 of P17) with a lower
total mass (1 × 109 M� vs 2 × 109 M�), which affects the inner
structure of the bar model. Thus, this different bar model tests un-
certainties related to the mass distribution of the inner bulge as well
as those related to the pattern speed of the bar. As can be seen from
Figure 12, the results for most of the best-fitting NSD parameters
are nearly unchanged when we use the different bar model. The
main difference is that the latter favours a slightly larger scale-height
(𝐻disc = 33.4 pc vs 𝐻disc = 28.4 pc of the main run). This happens
because the newer bar model has less pronounced wings in the 𝜇𝑏
distributions of the bar particles, which need to be partially com-
pensated by a larger NSD scale-height. This feature of the newer bar
model is probably related to the lower mass of the original NSD-like
component rather than to its lower pattern speed. The differences in
the NSD parameters obtained with the two bar models are treated as
estimates of systematic uncertainties and are added in quadrature to
the errors quoted in the abstract, discussion and conclusions.
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7 DISCUSSION

7.1 The mass of the Nuclear Stellar Disc

The total mass of the NSD according to the marginalised posterior
distributions in Figure 11 is 𝑀NSD = 10.5+1.1−1.0 × 10

8 M� . This
is consistent with the previous determination from photometry by
Launhardt et al. (2002), who found 14.2 ± 6 × 108 M� . We note
that the two determinations are completely independent since ours

is purely based on the normalised kinematics. Our determination is
slightly higher than that of the Jeans modelling of Sormani et al.
(2020b), who found 6.9 ± 2 × 108 M� , probably because our model
here has a larger radius (see Fig. 14). Finally, our mass is consistent
with that required in gas dynamical models to reproduce the observed
size of the CMZ gaseous ring (e.g. Li et al. 2021 and references
therein).
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Figure 12. Posterior distributions obtained by running an MCMC under a variety of conditions. “main run” is the same as in Fig. 11. “𝐻 − 𝐾 > 1.3” means
that the models are fitted only using stars that are redder than this cut, and correspondingly using (𝐻 − 𝐾 )cut = 1.3 for all fields in step (ii) of the construction
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slightly lower pattern speed than the main Bar model used in this paper.
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Figure 13. Impact of the selection function on our modelling procedure. Shown are the normalised kinematic histograms for the Bar (top panels) and the NSD
fiducial model (bottom panels). Full lines are calculated taking into account the selection fraction 𝑆𝑘, 𝑗 (see Section 3), while dashed lines are without taking it
into account (i.e., with 𝑆𝑘, 𝑗 ≡ 1 identically). The effect is significant but not dramatic for the Bar, while it is negligible for the NSD.

7.2 Radial and vertical scale-heights

The radial scale-length according to the marginalised distributions
in Figure 11 is 𝑅disc = 88.6+9.2−6.9 pc and the vertical scale-height
is 𝐻disc = 28.4+5.5−5.5 pc. At first sight, these appear to be smaller
than previous reported estimates (see Section 1.1). However, this
discrepancy appears to be largely related to the different way in which
these scale-lengths are defined. Figure 15 compares the radial and
vertical profile of our fiducial NSDmodel to those of the model from
Launhardt et al. (2002) and of model 3 from Sormani et al. (2020b).
The latter is obtained by deprojecting the Sérsic fit from Gallego-
Cano et al. (2020) and so it automatically incorporates their scale-
lengths. Figure 15 shows that the scale-lengths of our model are not
smaller than those of previous models - if anything, they are slightly
larger. Our fiducial model is similar to the model of Launhardt et al.
(2002) outside the innermost 30pc, particularly in the plane 𝑧 = 0.
This agreement is remarkable considering that our fitting procedure
did not use any photometric information, and the scale-lengths are
purely determined from the normalised kinematics distributions. The
radial profile of the Sormani et al. (2020b) model (and therefore of
Gallego-Cano et al. 2020) has somewhat shorter scale-lengths than
our model, both vertically and radially in the plane 𝑧 = 0. Figure 14
compares the edge-on surface density of the three models, and shows
that the aspect of our fiducial model is somewhere in between the
Launhardt et al. (2002) and the Sormani et al. (2020b)/Gallego-Cano
et al. (2020) models.

7.3 Velocity dispersion

The top panel in Figure 16 shows the velocity dispersions of the
fiducial NSD model in the plane 𝑧 = 0. The dispersions decrease
with radius. The fact that the total observed dispersion in the KMOS
sample instead increases with radius (Fig. 12 in Schultheis et al.
2021) is explained in our model by increasing contamination of the
Bar.
Sormani et al. (2020b) hypothesised based on their Jeans mod-

elling that the NSD might be vertically biased, i.e. that it might have
𝜎𝑅/𝜎𝑧 < 1. Such a property would not be obvious to explain in
terms of secular heating mechanisms (see discussion in Sect. 5.2 of
Sormani et al. 2020b). Here we find that our fiducial NSD stellar
model is indeed vertically biased, but only at 𝑅 < 30 pc (see bottom
panel of Figure 16 and Figure 17). This suggests that perhaps only
the very central part of the NSD is vertically biased, perhaps because
it contains a separate, more spheroidal component. In the model of
Sormani et al. (2020b) the 𝜎𝑅/𝜎𝑧 < 1 was needed to explain a
drop in the second moment of the line-of-sight velocity dispersion at
|𝑙 | < 0.5◦. Since Sormani et al. (2020b) assume that the anisotropy
parameter 𝑏 = 𝜎2

𝑅
/𝜎2𝑧 is constant with radius, a common simplyfing

assumption in Jeans modelling (Cappellari 2008), their entire model
is vertically biased, but one could modify their models to incorporate
a radial-dependent 𝑏 so that the Jeans models would be biased only in
central parts while still reproducing the data satisfactorily. However,
we have experimented with manually changing the parameters of our
models and we found plausible models that are not vertically biased.
We conclude that while our model hints again at the possibility of
a vertically biased disc, particularly in the central parts, evidence is
not strong.
Note that if theNSD is vertically biased only in the central part, this
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Table 2. The columns in this table are defined as follows. Field is the field
number (see Fig. 1). 𝑃 (NSD) is the probability that a star that has 𝑣los in the
survey of Fritz et al. (2021) belongs to the NSD (i.e., it is 𝑃 (NSD | 𝑗 , 𝑘, 𝜃)
from Eq. 14 where 𝑘 = 1 and 𝜃 are the parameters of the fiducial model).
𝑃 (NSD) (𝐻−𝐾 )>1.3 is the probability that a star that has 𝑣los and (𝐻 −𝐾 ) >
1.3 in the survey of Fritz et al. (2021) belongs to the NSD (obtained by using
Eq. 14 with a modified 𝑆𝑘, 𝑗 that assumes (𝐻 − 𝐾 )cut = 1.3 in step ii in
Section 3). This quantity is not defined for field 5 since there are no stars with
(𝐻 − 𝐾 ) > 1.3 in this field. ΣNSD/(ΣBar + ΣNSD) is the ratio between the
surface densities in the plane of the sky of the fiducial NSD model and of the
Bar (i.e., Eq. 14 with 𝑆𝑘, 𝑗 ≡ 1, what is displayed in Fig. 9). This ratio is a
very good proxy of the actual probability.

.

Field 𝑃 (NSD) 𝑃 (NSD) (𝐻−𝐾 )>1.3 ΣNSD/(ΣBAR + ΣNSD)

1 0.83 0.83 0.81
2 0.68 0.69 0.65
3 0.52 0.53 0.49
4 0.26 0.28 0.24
5 0.05 N/D 0.05
7 0.78 0.79 0.76
10 0.76 0.78 0.74
12 0.70 0.71 0.67
13 0.74 0.74 0.71
14 0.71 0.73 0.66
15 0.63 0.64 0.58
16 0.57 0.19 0.49
17 0.43 0.46 0.39
18 0.76 0.77 0.74
19 0.73 0.74 0.70
20 0.69 0.69 0.66
21 0.61 0.63 0.58
22 0.53 0.55 0.48
23 0.42 0.44 0.38
24 0.64 0.65 0.61
25 0.62 0.63 0.59
26 0.64 0.65 0.61
27 0.63 0.65 0.60
28 0.24 0.27 0.22

probably rules out the explanation given in Sormani et al. (2020b)
that large vertical oscillations are already imprinted at stellar birth,
because stars are currently forming at the outer edge of the NSD, and
so we would expect the disc to be biased also in the outer parts.

7.4 Rotation of the NSD

The mean rotation velocity of the stars in the NSD (black dashed line
in Figure 18) is significantly lower than the rotation curve calculated
from the gravitational potential (black solid in Figure 18). This is a
phenomenon called asymmetric drift (e.g. Binney&Tremaine 2008),
and occurs when the velocity dispersion of the stars is non-negligible
compared to their rotation velocity. In the case of the NSD the two
are of the same order (compare Figures 16 and 18), so this effect
must be taken into account when estimating the gravitational field of
the NSD from the rotation of the stars.
While in our model we average over the KMOS sample, in reality

the asymmetric drift likely depends on the metallicity/age of the
stars. Schultheis et al. (2021) find that metal-rich stars rotate faster
and have lower velocity dispersion than metal-poor stars (see their
Figures 10 and 13), and thus they display a smaller asymmetric drift.
It is currently unclear whether this is because the metal-poor stars
have a different origin than the metal-rich stars (Schultheis et al.
2021), or because the metal-poor stars are simply older and their

velocity dispersion has increased over time. Also, the Schultheis
et al. (2021) result might be affected by Bar pollution.

7.5 Formation of the NSD

The NSD parameters derived in this paper imply that the NSD does
not extend beyond the CMZ. This is consistent with the inside-out
growth scenario proposed by Bittner et al. (2020) for nuclear discs
in nearby galaxies. In this scenario, the NSD is formed from a series
of “CMZs” ring-like structures that grow in radius over time.
The gravitational potential generated by the sum of our fiducial

NSD model (Section 6.1), the Chatzopoulos et al. (2015a) NSC
(Equation 3) and the adopted P17 Bar model (Section 5.3) has a
single Inner Lindblad Resonance (ILR) placed at 𝑅ILR = 1.35 kpc
in the epicyclic approximation. The location of the ILR is calculated
assuming the nominal Bar pattern speed ofΩp = 37.5 km s−1 kpc−1,
and shifts to 𝑅ILR = 1.6 kpc and 𝑅ILR = 1.1 kpc if we take
Ωp = 35 km s−1 kpc−1 and Ωp = 40 km s−1 kpc−1 respectively. This
implies that the CMZ, as well as the stars currently forming inside it
that will contribute to the the build-up of the NSD, are well inside the
ILR. This is consistent with hydrodynamical simulations of gas flow
in strongly barred potentials showing that the gaseous star-forming
nuclear rings (corresponding to the CMZ in the Milky Way) form at
a radius that, albeit correlated with the 𝑅ILR, it is smaller than the
latter by a factor of several (see for example Bissantz et al. 2003 and
Fig. 6 in Sormani et al. 2015).
It is likely that 𝑅ILR was smaller in the past. As the Galaxy evolves

over secular timescales, the ILR shifts outwards because of two
effects: (1) The mass of the NSD grows over time. The increased
central mass concentration changes the rotation curve and shifts the
ILR outwards. (2) The Bar pattern speed steadily decreases with
time, shifting the ILR outwards (Debattista & Sellwood 2000; Chiba
et al. 2021). Since as mentioned above the size of the CMZ star-
forming ring correlates with the radius of the ILR (see also references
in Section 1.2), this would also be consistent with the NSD being
formed inside-out.
In conclusion, our recovered parameters of the NSD are fully

consistent with the inside-out formation scenario. There are good
prospects that we will be able to test this scenario in the near future.
Indeed, the inside-out formation should leave clear signatures in the
metallicities ([M/H]), abundances ([𝛼/Fe]) and ages of stars as a
function of radius (Bittner et al. 2020). Spectroscopic observations
from next-generation instruments such as CRIRES+ and MOONS
(VLT) will allow us to measure these quantities for a statistically
sufficient number of stars in the NSD.

7.6 Other limitations of the model

Extinction in the Galactic Centre is extremely inhomogeneous and
clumpy (see for example Schödel et al. 2014). Indeed, the Galactic
Centre contains several compact dark clouds with extreme extinction
(e.g. Henshaw et al. 2019; Zoccali et al. 2021; Nogueras-Lara et al.
2021a). These can give rise to variations of extinction on scales
smaller than the resolution of the Schultheis et al. (2014) map that
we used in Section 3, which has a resolution of 6′ × 6′. Thus it
is possible that a small number of stars in the back side of the
NSD are obscured in a way that is not captured by our modelling.
This effect was modelled in the proper motion distribution of the
NSC by Chatzopoulos et al. (2015b). Modelling this effect for the
NSD will require higher-resolution extinction maps and a larger data
sample. Deeper data, that reach the Red Clump kinematically, will
also provide useful information.

MNRAS 000, 1–20 (2021)



Self-consistent modelling of the NSD 17

−0.2 0.0 0.2

x [kpc]

−0.1

0.0

0.1

z
[k

p
c]

Fiducial model

−0.2 0.0 0.2

x [kpc]

Sormani et al. 2020

−0.2 0.0 0.2

x [kpc]

Launhardt et al. 2002

0.4

0.8

1.6

3.2

6.4

12.8

10
1
0

M
�

k
p

c−
2
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Our modelling assumes that the giant stars that constitute > 99%
of our sample are representative of the bulk of the stars that make
up most of the NSD mass and that generate most of its gravitational
potential. Most of stars in the NSD appear to be old (e.g.Minniti et al.
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Figure 18. Solid line: circular velocity curve 𝑣circ =
√︁
𝑅dΦ/d𝑅 in the grav-

itational field generated by the sum of the NSC (Sect. 4.1) and our fiducial
NSD model (Sect. 6.1). The peak at 𝑅 � 0.1 kpc is due to the NSC. Dashed
line: average azimuthal velocity 〈𝑣𝜙 〉 of NSD stars in our fiducial model.
Both curves are in the plane 𝑧 = 0. The azimuthal velocity 〈𝑣𝜙 〉 is lower than
𝑣circ because of asymmetric drift.

2016; Contreras Ramos et al. 2018; Nogueras-Lara et al. 2021d).
Using the NSD star formation history of Nogueras-Lara et al. (2020)
we roughly estimate that the contamination by young red giants (of
age less than 1 Gyr) in our sample is not higher than about 10%.
Thus, our assumptions that stars in our sample trace the bulk of the
mass seems plausible. However, if there are strong variations in the
distributions of stars among stellar populations with different ages,
our assumption might lead to biases.

8 CONCLUSIONS

Wehave constructed axisymmetric self-consistent dynamical models
of the Milky Way’s Nuclear Stellar Disc in which the distribution
function is an analytic function of the action variables. We fitted
them to the normalised kinematic distributions (line-of-sight and
proper motions) of stars in the survey of Fritz et al. (2021) cross-
matched with the VIRAC2 catalogue. Our fitting procedure is purely
based on the kinematics and uses no photometric information. We
found the following results:

(i) The mass of the NSD is 𝑀NSD = 10.5+1.1−1.0 × 10
8 M� , con-

sistent with previous independent photometric determinations (Sec-
tions 6.2 and 7.1).
(ii) The NSD has approximately exponential radial scale-length

and vertical scale-height of 𝑅disc = 88.6+9.2−6.9 pc and 𝐻disc =

28.4+5.5−5.5 pc respectively. The density profiles are similar to those
obtained with different methods by previous photometric models
(see Sections 6.2 and 7.2 and Figures 14 and 15).
(iii) The velocity dispersion of stars in the NSD is 𝜎 ' 70 km s−1

and decreases with radius (see Section 7.3 and Figure 16).
(iv) The assumption of axisymmetry gives an adequate represen-

tation of the data. There is no obvious signature for the presence of
a nuclear bar (Section 6.1).
(v) Contamination from the Galactic Bar in the survey of Fritz

et al. (2021) is significant. We provide a table with the level of
contamination for each field according to our fiducial model (see
Section 6.1, Table 2 and Figure 9).
(vi) Ourmodels provide the best constraints to date on the rotation

curve in the innermost few hundred parsecs of the Milky Way (see
Section 7.4 and Figure 18).
(vii) Although it cannot be ruled out that the NSD is vertically

biased as suggested in Sormani et al. (2020b), especially in the inner
parts, evidence for it is not strong (see Section 7.3 and Figure 17).

Our fiducial model of the NSD provides the full 6D distribution
function in phase space (x, v) and is made publicly available as
part of the software Agama. This model can be used to generate
predictions for future surveys and other applications. Worthwhile
directions for future investigations include modelling the NSC and
the NSD simultaneously, and extending the distribution function of
the models to include explicit dependencies on metallicity and age
with the aim to test the inside-out formation scenario (Sanders &
Binney 2015; Bittner et al. 2020).
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The code that reproduces our fiducial model is pub-
licly available as one of the python examples included
in the software package Agama (https://github.com/
GalacticDynamics-Oxford/Agama). The spectroscopic survey of
Fritz et al. (2021) is publicly available. The proper motions obtained
by cross matching with the VIRAC2 reduction of VVV will be pub-
lished together with the second version of the VIRAC catalogue
(Smith et al., in prep.).
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APPENDIX A: DETAILED COMPARISON BETWEEN THE
FIDUCIAL MODEL AND THE DATA IN EACH KMOS
FIELD

Figures A1-A4 show a detailed field-by-field comparison of our fidu-
cial model (Table 1) and the data. Note that the histograms shown in
these figures are only to facilitate comparison, since the fitting is done
on a star-by-star basis and does not involve binning (see Section 5).

APPENDIX B: SELECTION FRACTIONS FOR ALL
FIELDS

In the main text we have shown the selection fraction for one example
field (Figure 5). In this appendix we show the selection fraction for
all the 24 fields (see Figures B1-B4).

APPENDIX C: ILLUSTRATION OF WHY THE 𝜇𝐿
DISTRIBUTION OF THE BAR IS SKEWED

Here we give a brief explanation of the geometric effect that causes
the Bar background 𝜇𝑙 distributions in Figures A1-A4 to be skewed
and have a shoulder, using a toy model.
Consider an axisymmetric disc of stars in circular motion dis-

tributed with uniform density inside the Solar circle (𝑅 < 8 kpc).
Assume that the rotation curve is simply 𝑣circ = 220 km s−1 ×
tanh(𝑅/ kpc) and that the Sun is on a purely circular orbit with
𝑣 = 220 km s−1. The left panel in Figure C1 shows the tangential
velocity 𝑣𝑙 and the proper motion 𝜇𝑙 along a line of sight that goes
exactly through the Galactic Centre (𝑙 = 0) in this simple toy model.
If we take stars along this line-of-sight, add a random velocity

dispersion of 100 km s−1 and plot the resulting distribution, we obtain
the histogram in the right panel of Fig. C1. One can see that there is an
accumulation of stars at lower values of 𝜇𝑙 that skews the distribution
to the left. The result is qualitatively similar to the Bar background
distributions in Figures A1-A4. The reason for the skewness is that
the proper motion is defined as 𝜇𝑙 = 𝑣𝑙/distance, so points that are
at the symmetric positions with respect to the Galactic Centre do

not have symmetric values of 𝜇𝑙 , despite having symmetric values
of 𝑣𝑙 . This can be seen from the left panel in Figure C1. The effect
becomes more andmore important as one considers stars over a more
extended region along the line-of-sight.
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Figure A1. Detailed comparison between our fiducial model and the KMOS data cross matched to VIRAC2. Each row corresponds to an individual field. The
three rightmost panels in each row show the normalised kinematic distributions corresponding to the field highlighted in red in the leftmost panel. Red solid:
histogram of the KMOS data (Section 2). The error bars show the

√
𝑁 shot noise. The numbers in the top-left of each panel indicate the total number of stars

in the histogram. Black dashed: the NSD contribution (Section 5.4). Black dotted: the Bar/Disc contribution (Section 5.3). Blue solid: the sum of the two. Gray
filled: histogram of the model (NSD+Bar, blue line) binned in the same way as the data.
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Figure A2. Same as Figure A1 for 6 more KMOS fields.
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Figure A3. Same as Figure A1 for 6 more KMOS fields.

MNRAS 000, 1–20 (2021)



24 Sormani et al.

−2−1012
−1

0

1

b
[d

eg
]

Field: 2

−2 0 2
0.0

0.2

0.4

N stars=120

−10 0
0.00

0.05

0.10

0.15 N stars=82

−5 0 5
0.0

0.1

0.2

N stars=81
data

model

NSD

bar

−2−1012
−1

0

1

b
[d

eg
]

Field: 3

−2 0 2
0.0

0.2

0.4
N stars=120

−10 0
0.0

0.1

0.2

0.3
N stars=59

−5 0 5
0.0

0.1

0.2

N stars=58

−2−1012
−1

0

1

b
[d

eg
]

Field: 4

−2 0 2
0.0

0.2

0.4
N stars=118

−10 0
0.00

0.05

0.10

0.15
N stars=75

−5 0 5
0.0

0.1

0.2
N stars=75

−2−1012
−1

0

1

b
[d

eg
]

Field: 5

−2 0 2
0.0

0.2

0.4
N stars=94

−10 0
0.0

0.5

1.0

N stars=1

−5 0 5
0.0

0.5

1.0

N stars=1

−2−1012
−1

0

1

b
[d

eg
]

Field: 18

−2 0 2
0.0

0.2

0.4

0.6 N stars=118

−10 0
0.00

0.05

0.10

0.15 N stars=87

−5 0 5
0.0

0.1

0.2

0.3 N stars=86

−2−1012

l [deg]

−1

0

1

b
[d

eg
]

Field: 19

−2 0 2

vlos [100km/s]

0.0

0.2

0.4

0.6 N stars=120

−10 0

µl [mas/yr]

0.0

0.1

0.2 N stars=105

−5 0 5

µb [mas/yr]

0.0

0.1

0.2

0.3 N stars=105

Figure A4. Same as Figure A1 for 6 more KMOS fields.
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Figure B1. Left panels: the colour excess 𝐸 (𝐻 − 𝐾 ) = (𝐻 − 𝐾 ) − (𝐻 − 𝐾 )0 as a function of distance from the 3D maps of Schultheis et al. (2014). The
horizontal dashed line is (𝐻 − 𝐾 )cut − 0.25, where 0.25 is the typical intrinsic colour of bright stars that constitute the majority of stars in our sample. The
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Figure B2. Same as Figure B1 for 6 more KMOS fields.
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Figure B3. Same as Figure B1 for 6 more KMOS fields.
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Figure B4. Same as Figure B1 for 6 more KMOS fields.
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Figure C1. Left: tangential velocity 𝑣𝑙 = 𝜇𝑙 × distance and proper motion 𝜇𝑙 along a line of sight at 𝑙 = 0 in the toy model described in Appendix C. Right: 𝜇𝑙
distribution of stars along this line of sight in the toy model assuming a random velocity dispersion of 100 km s−1.

MNRAS 000, 1–20 (2021)


	1 Introduction
	1.1 Structure of the NSD
	1.2 Formation and evolution of the NSD
	1.3 Dynamical models

	2 Observational Data
	3 Selection Function
	4 Self-consistent model
	4.1 The Nuclear Star Cluster
	4.2 The Nuclear Stellar Disc
	4.3 Iterative procedure
	4.4 Coordinate systems

	5 Fitting procedure
	5.1 Definitions
	5.2 Calculation of p(ok | j,k,, NSD)
	5.3 Calculation of p(ok | j,k, , BAR)
	5.4 Calculation of p(NSD| j, k, ) and p(BAR| j, k, )
	5.5 Prior on the model parameters
	5.6 Taking into account observational errors
	5.7 Likelihood function

	6 Results
	6.1 Fiducial model
	6.2 Parameter search

	7 Discussion
	7.1 The mass of the Nuclear Stellar Disc
	7.2 Radial and vertical scale-heights
	7.3 Velocity dispersion
	7.4 Rotation of the NSD
	7.5 Formation of the NSD
	7.6 Other limitations of the model

	8 Conclusions
	A Detailed comparison between the fiducial model and the data in each KMOS field
	B Selection fractions for all fields
	C Illustration of why the l distribution of the Bar is skewed

