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Abstract: For a multiuser multiple-input–multiple-output (MIMO) overlay cognitive radio (CR)
network, an opportunistic interference alignment (IA) technique has been proposed that allows
spectrum sharing between primary users (PUs) and secondary users (SUs) while ensuring zero
interference to the PU. The CR system consists of one PU and K SUs where the PU uses space-time
water-filling (ST-WF) algorithm to optimize its transmission and in the process, frees up unused
eigenmodes that can be exploited by the SU. The SUs make use of an optimal power allocation
algorithm to align their transmitted signals in such a way their interference impairs only the PUs
unused eigenmodes. Since the SUs optimal power allocation algorithm turns out to be an optimal
beamformer with multiple eigen-beams, this work initially proposes combining the diversity gain
property of space-time block codes, the zero-forcing function of IA and beamforming to optimize
the SUs transmission rates. This proposed solution requires availability of channel state information
(CSI), and to eliminate the need for CSI, this work then combines Differential Space-Time Block
Coding (DSTBC) scheme with optimal IA precoders (consisting of beamforming and zero-forcing) to
maximize the SUs data rates. Simulation results confirm the accuracy of the proposed solution.

Keywords: opportunistic interference alignment; maximum eigenmode beamforming (MEB);
cognitive radio (CR)

1. Introduction

The scarcity of the licensed frequency spectrum has not hindered the development of
wireless communications services [1]. Studies have shown under-utilization of the licensed
spectrum due to the fixed spectrum access (FSA) policy [2], which grants exclusive rights to
licensed users. This inefficiency has led to the demand for dynamic spectrum access (DSA),
an alternative policy allowing both licensed users and unlicensed secondary users (SUs) to
access the spectrum. To support DSA, cognitive radio (CR) are required to sense the radio
frequency spectrum [3–5]. CR can sense and utilize idle portions/spectrum holes of the
licensed spectrum in an opportunistic manner when licensed/primary users (PUs) are idle
or concurrently with the PUs [4,5]. Since the SU’s transmission is considered of a lower
priority than that of the PU, a crucial task in the design of CR is about how best the SU can
avoid interfering with the PU in their vicinity [4–6]. This is particularly challenging due to
the increased deployment of wireless communications services such that the PU is seldom
idle [7].

In trying to find solutions to this problem, the focus of research has shifted towards
an interference management strategy [8–10] that linearly encodes signals over multiple
signaling dimensions, such that the resulting interference signal observed at each receiver
lies in a lower dimensional subspace and is orthogonal to the one spanned by the signal of
interest at each receiver. There have been several research endeavors conducted towards
implementing interference alignment (IA) in CR networks, most notably the work in [11]
and later in [12], where an opportunistic IA (OIA) technique was proposed. In this work,
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the PU link makes use of a water-filling power allocation (PA) scheme to maximize its
transmission over its spatial directions (SDs), leaving some of these SDs unused due to
power limitations. The SU link then opportunistically takes advantage of these unused
SDs (called transmit opportunities (TOs)) with a linear pre-coder that aligns the SU’s
transmission with the unused SDs of the PU link, thereby avoiding any interference to
the PU.

Some of these are depicted in [11–15], where all of their models make use of a single-
user MIMO SU link thus ignoring the effect of multiple SUs on the performance of a CR
network. In fact, a single SU is unlikely to reliably detect the presence of a PU due to
factors such as multipath fading impairments, low Signal-to-Noise Ratios (SNRs) and
sensing time constraints [16]. Further work conducted in [17–23] take these impairments
into consideration by employing multi-user MIMO SUs to take advantage of multi-user
diversity [20], with [22,23] employing cooperative spectrum sensing (CSS). The work
conducted in [21–23] also represented a paradigm shift because they employed the space–
time water-filling algorithm for power allocation (PA) of the PU link, unlike the spatial
water-filling algorithm used in [11–20] given that space–time water-filling (ST-WF) achieves
higher capacity per antenna than spatial water-filling (SWF) in conditions more suited to
CR networks [24–26]. The above observations, combined with the prospect of improved
spectrum utilization through CSS provided the motivation to propose an OIA technique
that utilizes ST-WF for the PU link optimization in which three different IA constraints are
satisfied. The first two constraints deal with SUs aligning their transmission to orthogonal
subspaces at both the PU-Rx and SU-Rx. The third constraint deals with ensuring that all
SUs avoid interference with the PU transmission. However, simultaneously aligning all SU
transmissions at the PU-Rx is always limited by availability of spatial dimensions as well as
typical user loads [27]. Therefore, this work proposes a user selection algorithm by the FC,
in which only a set of SUs, i.e., the SUs that are closest to the FC, are aligned at each PU-Rx.

Naturally, the success of the SUs communication depends on the accurate availability
of unused Degrees of Freedoms (DoFs), as shown in the work in [15] which provides a more
accurate outcome on the absence/presence of individual TOs. Thus, to further enhance
accuracy of detection of TOs without the huge computational complexity of [15], this paper
makes use of a double-threshold energy detection (ED) scheme [28,29] for the purpose of
enhancing detection accuracy and availability of DoFs. Typically, the sensing condition
states that if the SD exceeds the water-level β value, then the SU reports unavailability of
used SD. Alternatively, if it is less than β, then the SU reports availability of unused SD.
However, if the detected value is between

.
β1 and

.
β2 (i.e., values that are slightly above or

below β), the SUs still reports this energy value, implying that the FC receives two kinds of
information from which to base its decision on. This increased range of values available to
the FC leads to higher detection accuracy and thus increased DoFs.

This research is also focused on maximizing the achievable transmission rate as well
as diversity gain for the opportunistic SU links. The more legacy work of [11,12] use
two PA schemes to find a covariance matrix that maximizes the achievable transmission
rate for the opportunistic SU link. It was shown in [12] that the PA technique turns out
to be a beamformer with multiple beams formed using the orthogonal eigenvectors of
the correlation matrix of the estimated channel at the SU-Tx according to the “spatial
water-filling” principle. The water-level saturates the power constraints, which makes the
K-user cognitive SU MIMO network equivalent to a standard interference channel with
multiple antennas at each node. To increase the data rate performance, parallel transmis-
sions equipped with space–time block coding (STBC) across eigen-beams were developed
in [30–32], which yielded a two-directional eigen-beamformer that performs better than
the conventional one-directional beamformer with negligible increase in computational
complexity [32,33]. Conversely, to achieve full transmit diversity without losing sum rates,
new IA schemes were proposed in [34,35] that use STBC to achieve full transmit diversity,
where the STBC structure of the equivalent channels were preserved after zero-forcing
the interfering users [36]. These IA schemes were shown to achieve higher diversity gain
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than other conventional methods [37] with only local CSI. Since the work in [37–40] reveals
that the SU transmission is not changed by the transmit eigen-beamforming matrices, we
can therefore propose wedding optimal precoding with orthogonal STBC and IA that will
achieve higher transmit diversity at the same symbol rates as the work conducted in [12].

The ST-WF scheme is not without its drawbacks as shown in [24,25] to be associated
with a higher channel outage probability, thereby setting a lower-bound in terms of the
SUs’ transmission rates. In order to solve this problem of maximizing the SUs’ rates in the
presence of channel outage, this paper proposes that the multiple SUs employ a differential
STBC (DSTBC) scheme that is then combined with optimal IA precoders [38,39] that align
interference at unintended receivers thereby eliminating the need for local CSI. DSTBC en-
codes the transmitted information into phase differences between two consecutive symbols,
where information is essentially transmitted by first providing reference symbols which
determine whether the SUs transmit or remain silent. The linearly encoded combinations
of the original phase-shifted symbols and their conjugates are then processed. After zero
forcing, the multiple SU-Rxs decode the current symbol by comparing its phase to the pre-
vious symbol’s phase. This scheme achieves a significantly higher sum rate and reliability.
The contribution of this paper can be summarized as follows:

• Firstly, the PU’s PA technique is based on an SVD scheme that employs the ST-WF
algorithm for the PU link to free up some unused eigenmodes and achieve better
channel capacity and;

• Secondly, this paper takes advantage of multiple SUs, similar to [22,23], to enhance
performance by employing CSS, and proposing a double-threshold ED scheme; the
FC receives two kinds of information from which to base its decision which improves
the probability of detection;

• Finally, to optimize the transmission rates of SUs; this work proposes an IA technique
that combines the merits of DSTBC and linear precoding, yielding a two-dimensional
(2-D) beamforming solution that shows better performance in terms of the SUs’ trans-
mission rates.

The remainder of this paper is organized as follows. In Section 2, the system model is
described, and the main assumptions required for analysis are introduced. In Section 3,
a comparative analysis is conducted between the MEB, SWF, and ST-WF schemes for the
PU link as well as an analysis on the outage probability of the ST-WF algorithm. Section 4
presents the opportunistic IA scheme (OIA) by presenting the sensing phase (along with
the double-threshold method) and the IA phase with the SU selection process. Section 5
presents OIA with STBC by briefly reviewing the literature before presenting the algorithms
required for the STBC–beamforming–IA technique. Section 6 then presents the OIA with
DSTBC approach that describes the steps taken towards achieving diversity and higher
data rates through DSTBC. Section 7 provides an overview of simulation results as well as a
performance comparison between this work and that of [12,22]. Finally, Section 8 presents
the concluding remarks.

2. System Model and Assumptions

The system model for this paper is a MIMO CR network that consists of a single
PU link (PU-Tx and PU-Rx) and k SU-Tx/Rx pairs (SU1, . . ., SUk) as shown in Figure 1
below. Every user is assumed to have M transmit and N receiver antennas. The PU link is
a point-to-point MIMO link, while the SU network is a multi-user MIMO network. The
following assumptions are made for the purpose of the system model: (I) The PU and SUs
operate in the same frequency band and all channels are Rayleigh fading. (II) The PU link
is a single user MIMO channel which is represented as a Ni × Mj matrix, Hij, with channel
coefficients between transmitter j and receiver i, where elements of Hij are drawn i.i.d.
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from a continuous distribution. The channels are assumed to be block fading, and the CSI
is known to all the nodes. The signal received at the PU-Rx can be defined as

Yi =
K

∑
j=0

HijVjxj + ni (1)

where Vj is the Mi × di precoding matrix of the ith user and di represents the number of
transmitted streams, xj is the Mj × 1 transmitted vector, ni is the Ni × 1 additive Gaussian
noise vector at the ith receiver. The transmitted power is subject to an average power
constraint E

[
xH

j xj

]
≤ P. (III) It is assumed that the PU-Tx is oblivious to the presence of

the SUs. We also assume that the PU channel matrix is known at the PU-Tx and PU-Rx [4].
The PU-Tx chooses its precoding matrix Vj and the PU-Rx chooses its post-processing
matrix Uj such that the PU link channel transfer matrix is diagonalized. Then, once SVD
has taken place on Hpp of the PU, each SU will receive independent min (M, N) parallel
non-interfering channels [11,23].
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The received signal at each SU-Rx is thus defined as

Yk
ss = Hk

ssxss + nss (2)
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The transmit covariance of the input signal is ∑x ≜ E
[
xssxH

ss
]

which is subject to an av-
erage power constraint. In the standard IA conditions, each transmitter therefore transmits
a sequence of Gaussian encoded symbols to its corresponding receiver by processing its
symbols using a Mi × di precoding matrix Vi to form the transmitted signal vector Vixi.
The received signal at the ith receiver is linearly processed by the post-processing matrix
Ui = Ni × di to extract the symbols sent by the ith transmitter. The IA condition states that
the primary and secondary received signals are represented by

Yi = HiiVixi +
K

∑
j=1

HijVjxj + zi (3)

where yi denotes the Ni × 1 received signal vector at the jth receiver; zi denotes the Ni × 1
zero mean unit variance circularly symmetric AWGN noise vector at the jth receiver; xi
denotes the Mi × 1 signal vector transmitted from the ith transmitter; Hij is the Ni × Mi

matrix of the channel coefficients between the ith transmitter and the jth receiver; and
Pi = E

[
xixH

i
]
, where Pi is the transmit power of the ith transmitter [20]. It should be noted

that i and j are used as a generalization denoting each transmitter and receiver pair.

3. PU Link Optimization
3.1. The Numerical Comparison

With the comparative study carried out in [24,25], it is clear that the ST-WF offers
improved SU performance for the same PU parameters. Most significant though is the
fact that the ST-WF achieves significantly higher capacity than SWF at low-to-moderate
SNR regimes, which fits well with CR networks [25,26]. In order to implement the ST-WF
algorithm, we take a look at the original approach for water-filling [12], i.e., the SWF
approach. For a single MIMO PU channel, recall that

max
Q

log
∣∣∣I + 1

σ2 HppQHpp
†
∣∣∣

subject to tr(Q) ≤ P
(4)

where Q is the M × M input covariance matrix, Hpp is the MIMO channel, Q is the autocor-
relation matrix of the input vector x, defined as Q = E

[
xx†], P is the instantaneous power

limit, |A| denotes the determinant of A, and tr(A) denotes the trace of matrix A and σi is
the noise variance. SWF can be used to optimally allocate power to the parallel channels as
defined by the following equation [26]:

Pi =

(
β − σi

2

λi

)+

; 1 ≤ i ≤ RH (5)

where Pi is the power of xpp. The water-fill level β is chosen such that ∑RH
i=1 Pi = P as

defined in Equation (5). Once the PA matrix using SWF is set up according to [12], the
diagonal matrix Σ contains m1 non-zero/used entries and N1 − m1 zero/unused entries
which crucially translate into a set of m1 used receive dimensions and a set of N1 − m1
unused receive dimensions with no PU signal. In terms of implementing the ST-WF
algorithm, the PU-Tx also chooses precoding matrices as the columns of Vpp(U pp

)
that

corresponds to a non-zero power allocation that is used to maximize the rate of the PU link
under power constraints as shown below

max
Q

E
[
log
∣∣∣I + 1

σ2 HppQHpp
†
∣∣∣]

subject to tr(Q) ≤ P
(6)

It should be noted that for ST-WF, the function E[tr(Q)] is present in all MIMO channel
realizations, implying that the symbol rate changes faster than the channel variation where
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Q can be computed from all symbols but within one channel realization. For computation
of the diagonal PA matrix by applying the so-called ST-WF algorithm, β can be found as
follows:

Pi =

(
β − σi

2

λi

)+

; 1 ≤ i ≤ RH (7)

where β is the mean water level that can be solved by the equation provided below:

Lp

∑
l=1

∫ ∞

σi
2

β

(
β − σ2

n
λi

)
f (λi)dλi = P (8)

and f (λi) is the marginal probability density function (pdf) of the random variable (λi). To
gain more insight into this issue, Figure 2 above shows the average sum rate versus the
SNR for a single user PU MIMO link with the SWF, ST-WF, and MEB PA schemes. For the
Rayleigh channels in this work, Rayleigh fading is assumed to be pure due to the PU-Tx
and PU-Rx assumed to be in close proximity and hence the shadowing effect is negligible.
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The ST-WF algorithm with no shadowing variance achieves higher spectral efficiency
over SWF at low SNRs and has the highest gain of 5 dB in the SNR over equal power
distribution at a spectral efficiency of 2.5 bps/Hz/antenna. Furthermore, Figure 2 shows
that the numerical results obtained from the simulations corroborate with theoretical
results [24,25]. The simulation results shows that the ST-WF scheme outperforms the other
schemes and shows the possibility of increased sum rates in two-tier CR networks when
the PU participates in IA.

3.2. Outage Probability of ST-WF

A condition exists for the ST-WF algorithm, when SDs from the PU channel matrix
are not high enough to properly utilize transmission power. This can result in blockage of
transmission, or more specifically channel outage. The channel outage probability defined
in [41] is equivalent to the probability that the largest eigenvalue of Hpp

† Hpp is smaller
than σi

2/β. Since the eigenvalues {λi}M
k=1 of Hpp

† Hpp are in descending order, the channel
outage probability can be expressed as

Pi

(
σ2, M

)
= P

{
λi ≤

σ2

β

}
(9)
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The exact channel outage probability is expressed in terms of the maximal eigenvalue
distribution, denoted as εmax(λi). If λ1 = sht1, where sh is the shadowing random
variable and t1 is the maximal eigenvalue of Hpp

†Hpp, the distribution of t1 is denoted as
δmax(t1) and can be obtained by integrating out tM, tM−1, . . . t2, that is,

δmax(t1) =
∫ t1

0
. . .
∫ tM−2

0

∫ tM−1

0
KMe−∑i ti × ∏

i<j

(
t1 − tj

)2dtMdtM−1 . . . dt2 (10)

Differentiating Equation (10) above yields the pdf of λi given as

ε(λi) =
10

ρlog10
√

2π

∫ β

0

δmax

(
λi
s

)
1
s2 e−(10log10s)2/2ρ2

ds
(11)

Given the closed-form nature of the outage probability calculations, solving for δ(t) is seen
to be computationally complex, and as such, only an approximated value of δ(t) will be
utilized to simplify the calculation of β. The achievable spectral efficiencies per antenna of
the two cases of SWF and ST-WF are compared using Monte Carlo simulations performed
over 106 channel realizations.

Since we are considering practical multi-antenna systems where the channel coeffi-
cients fluctuate relatively fast, their antennas may exhibit strong correlation among fading
channels, which implies that the channel’s spatial correlations will typically change slowly,
even when the channel coefficients fluctuate relatively fast [42–44]. The channel’s spatial
correlation is considered as a slowly varying effect similar to log-normal shadowing. There-
fore, the Rayleigh MIMO channel has variance of 1/2 for both real and imaginary parts
with a standard deviation of η = 0 for a pure Rayleigh scenario, and η = 8 for log-normal
distribution [45].

With the average power P set to be 1, Figure 3 shows the channel outage probabilities
for both water-filling techniques for 2 × 2 Rayleigh channels with and without shadowing.
For η = 8, it can be seen that the SWF technique incurs a higher channel outage probability
than the ST-WF technique. The case of pure Rayleigh fading for the ST-WF technique results
in lower channel outage because the increase in η in log-normal shadowing conditions
changes much slower than fast fading. Therefore, the distribution of the shadowing variable
dominates the outage probability. ST-WF typically achieves a higher average capacity per
antenna compared to SWF due to its ability to adapt power allocation over both space and
time, leading to a more balanced and efficient use of the available resources.
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Since we are considering practical multi-antenna systems where the channel coeffi-
cients fluctuate relatively fast, their antennas may exhibit strong correlation among fading 
channels, which implies that the channel’s spatial correlations will typically change 
slowly, even when the channel coefficients fluctuate relatively fast [42–44]. The channel’s 
spatial correlation is considered as a slowly varying effect similar to log-normal shadow-
ing. Therefore, the Rayleigh MIMO channel has variance of 1 2⁄  for both real and imagi-
nary parts with a standard deviation of 𝜂 =  0 for a pure Rayleigh scenario, and 𝜂 =  8 
for log-normal distribution [45]. 

With the average power 𝑃 set to be 1, Figure 3 shows the channel outage probabili-
ties for both water-filling techniques for 2 × 2 Rayleigh channels with and without shad-
owing. For  𝜂 =  8, it can be seen that the SWF technique incurs a higher channel outage 
probability than the ST-WF technique. The case of pure Rayleigh fading for the ST-WF 
technique results in lower channel outage because the increase in 𝜂 in log-normal shad-
owing conditions changes much slower than fast fading. Therefore, the distribution of the 
shadowing variable dominates the outage probability. ST-WF typically achieves a higher 
average capacity per antenna compared to SWF due to its ability to adapt power allocation 
over both space and time, leading to a more balanced and efficient use of the available 
resources. 
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4. Opportunistic Interference Alignment

The proposed approach will be divided into two phases, the first being the sensing
phase and the second being the interference alignment phase.

4.1. The Sensing Phase

It should be noted that because both PU and SU have been assumed to be operating in
the same frequency band, the SUs will opportunistically always make use of the licensed
spectrum as long as the TOs are available. Recall from the system model that the PU–SU
link is assumed to be operating as a MIMO channel with the PU seemingly broadcasting to
many SUs [26,31] such that at a low SNR, the ST-WF algorithm allocates all power to the
strongest RH parallel channels while at a high SNR, it allocates equal power to each of the
RH channels. The strongest channels are the m1 used dimensions, while the others can be
classified as the N1 − m1 unused dimensions or TOs.

Energy detection is especially useful in scenarios where prior information about the
signal is unavailable, thanks to its simplicity and efficiency. When compared to other
traditional spectrum sensing methods—such as matched filtering, cyclostationary feature
detection, and eigenvalue-based detection—energy detection offers distinct advantages, in-
cluding ease of implementation and applicability in diverse environments. The advantages
of energy detection compared to other traditional spectrum sensing techniques [46] can be
found in Table 1.

Table 1. Spectrum sensing techniques comparison [46].

Aspect Energy
Detection

Matched
Filtering

Cyclostationary Feature
Detection

Eigenvalue-Based
Detection

Implementation
Complexity

Simple and low
complexity

High complexity;
requires
matched filter
design

Moderate to high
complexity; requires
spectral correlation

Moderate to high
complexity; requires
covariance matrix
computation

Prior
Knowledge
Required

None;
signal-agnostic

Requires
knowledge of
signal’s
waveform or
pattern

Requires knowledge of
signal’s cyclic features

No prior knowledge
of signal waveform
required

Sensitivity to
Noise

High; sensitive
to noise power
variations

Moderate;
performance
depends on filter
design and noise

High; sensitive to noise
but can be robust with
correct features

Moderate to high;
performance affected
by noise and
interference

Application
Suitability

Suitable for
environments
where simplicity
and low cost are
key

Suitable when
exact signal
waveform is
known and
precise
synchronization
is possible

Suitable for signals with
known cyclic features
and in moderate-to-high
SNR environments

Suitable for detecting
signals in noisy
environments and
when precise signal
structure is unknown

Each SU can sense the absence or presence of the unused TO such as is the case in
conventional energy detection theory [4,47], where each SU makes its local decisions by
comparing its observational value with a pre-fixed threshold β, as shown in Figure 4a,
and a decision is made when Eh is greater or less than the threshold value β under the
following binary hypothesis test [22]:{

H0; m1 eigenmode used by PU
H1; N1 − m1 eigenmode unused by PU

(12)
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In this paper, a double-threshold method as shown in Figure 4b is introduced, where
two thresholds are used to help the decision of the SU [28,29]. The condition for the
conventional detection method states that “if the energy value Ei exceeds β, then the SU
reports H1. If Ei is less than β, SU reports H0. However, there are some sub-carriers that
are just slightly below the water level, i.e.,

.
β2, that the normal single-threshold detection

classifies as used. However, the channels of these sub-carriers are actually too poor for it
to be worthwhile for transmission by the PU [48], with the same applying for the reverse
situation of the sub-carriers being slightly above water-level (

.
β1), which are classified as

unused. Therefore, the double-detection technique states that if Ei is between
.
β1 and

.
β2,

then the SU also reports this observational energy value “Ei”; hence, the FC receives two
kinds of information, the local decision and the observational value of the SU.

It is assumed that each SU has identical threshold values. If Ei satisfies
.
β1 < Ei <

.
β2,

then the ith SU sends the measured energy value Ei to the FC. Otherwise, it reverts back to
reporting its local decision Li according to Ei, i.e., the conventional detection technique.
Each SU sends a summary of its own observations to the FC in the form of Pmd, P f where
Pmd and Pf denote the probabilities of missed detection and false alarm for the SUs.

Let Ri denote the information that the FC receives from the ith SU expressed as

Ri =

{
Ei

.
β1 < Ei ≤

.
β2

Li otherwise
(13)

and

Li =

{
H0 0 < Ei ≤ β

H1 Ei > β
(14)

Hence, the FC collects their observational values and makes an upper decision on the avail-
ability of used and unused SDs. The FC then uses the hard combination fusion rule [1,4,47]
for making the final decision based on the received information. This work utilizes the
probability of missed detection as one of the parameters for measuring performance. It can
be observed that the simulation results in Figure 5 are quite optimal, yielding near-perfect
results when sensing ONLY for TOs. Figure 5 illustrates that the detection probability of
the proposed double-threshold CSS scheme increases compared with the conventional
detection scheme. Figure 6 illustrates the performance variation of the Pd in relationship
to the SNR (dB) with multiple cognitive relays (2, 4, and 6). It can be observed that by
increasing the number of SUs, Pd is increased. Additionally, the Pd increases as the SNR
increases, which is consistent with performance criteria in CR networks.
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4.2. The Interference Alignment Phase

The main goal of this subsection is to derive appropriate pre- and postcoding matrices
which align the SU transmissions to the N1 − m1 unused dimensions. In order to achieve
that, an OIA strategy is proposed in which three separate conditions must be satisfied.
Firstly, given the SVD channel matrix of the PU link as Hpp = UppΣpVH

pp, where Vpp and
Upp are the Mpp × Mpp and Npp × Npp singular-vector matrices and Σp is a Npp × Mpp
diagonal matrix containing singular values, the cognitive IA problem is formulated by
defining the required conditions for IA.

Given that the received signal at the ith receiver due to the jth transmitter lies in the
subspace spanned by the columns of HijVj, the SU-Tx’s are guaranteed not to generate any
interference on the PU-Rx as long as the following precoding and post-processing condition
are met

UH
ppHpjVj = 0dp ; ∀i = 1, . . . K (15)

UH
i HipVpp = 0di

; ∀i = 1, . . . K (16)

Equation (15) is the post-processing matrix that satisfies the orthogonality between
the SU-Rxs and the PU-Tx, thus guaranteeing that the PU link achieves similar data rates
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as an equivalent single-tier system despite the opportunistic transmission of the SUs. di is
defined as the DoFs [8], thus satisfying the first condition.

The second condition requires that the SU and PU signals be aligned to orthogonal
subspaces at not only the PU receiver, but the SU receiver as well. Therefore, a different
strategy is used to design the SUs postcoding matrix in order to satisfy the second interfer-
ence constraint. The first part of this constraint, defined in (16), ensures that interference
from each SU-Tx is aligned at the output of its corresponding unintended receivers.

UH
i HijVj = 0dp ; ∀i = 1, . . . K (17)

rank{U H
i HiiVi

}
= di; ∀i = 1, . . . K (18)

Similar to (16), the constraint in (17) guarantees that the ith SU can achieve di DoFs.
However, because this work consists of multiple SUs, the third condition that must be
satisfied requires that ALL the SUs do not impose any interference on the PU receiver.
Similar to the approach proposed in [27,49], this work proposes to perform IA with user
selection in order to optimize the performance of this third condition. While the work
conducted in [14–20] relies strictly on the feasibility conditions of IA [50,51] to ensure
multiple SUs are aligned along the PU null spaces, the number of SUs that can actually be
aligned at the PU’s null spaces is generally limited by the spatial dimensions available for
IA based on the number of antennas at the PU-Rx. Therefore, simultaneously aligning all
SUs at the PU-Rx is not feasible for typical user loads. Instead of attempting to align the
entire set of SUs at every PU, this work proposes an efficient clustering strategy for the
SUs network.

The objective of this strategy is to ensure that SUs that are closest to the FC are aligned
at each PU-Rx into the same cluster. In order to select appropriate SUs, the FC collects
information from each SU node, which includes the distance from the FC and the SUs’
received signal power from the PU. Based on the information gathered, the FC elects the
SUs that will form a cluster according to a given election algorithm and broadcasts the
election to all nodes. The message broadcasted contains the node ID of the elected SUs
and also information about time synchronization, resource allocation, and the maximum
number of permitted access nodes in one cluster. The number of nodes in a cluster is limited
to avoid too many nodes crowding in one cluster. Let ∆ denote the average distance from
nodes to the FC, and the selected SUs are expected to be located at minimal ∆ away from
FC. The SU election algorithm is described in Table 2.

Table 2. SU election algorithm.

Steps Algorithm 1 SU Election Algorithm

I
Calculate ∆ of all SUs from the FC, and place nodes in ascending order of ∆ in
a queue. Choose 2K nodes with the shortest ∆ in the queue as a set of
candidate SUs to form clusters denoted as ∁i;

II
Randomly assign K nodes as the SU set from ∁i where ∁i = {i1, . . . , ik} and
initialize m = {m1, . . . , mk}, where mk =

→
mik;

III

Allocate each node into the cluster, where K = arg min
1≤k≤K

(∣∣∣→mi− mk|
)

, i = 1, 2

and mi denotes the observation vector for each given SU node i. For each
cluster, update mk by averaging

→
m of all nodes in cluster k. Similarly, update

the node ID of each selected SU as ik = arg min
i∈Ccan

(∣∣∣→mi− mk|
)

.

The number of SUs aligned at each PU-Rx cannot exceed n = 2, which is introduced
to control the maximum number of elements of each set. It should be noted that limiting
the selection of SUs to a bare minimum can negate the benefits of multi-user diversity.
However, our selection scheme will be justified in the next section of this paper.
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4.3. Feasibility Conditions of IA

This section discusses the feasibility of the proposed method as well as the conditions
for perfect IA. The conditions for which the system is proper are first determined by
establishing that the number of variables to be determined is greater than or equal to the
number of equations in the IA system defined in [51] as follows:

di ≤ min

{
Mi −

( Kp

∑
j=1

dj

)
, Ni −

( Kp

∑
j=1

dj

)}
(19)

Our model looks to design a cluster of SUs based on geographical proximity as discussed in
Section 4.2 above, and for the sake of simplicity, we limit our initial design to two SUs per
cluster with each SU having two Tx/Rx antennas. It is well known from Bezout’s theorem
that generic polynomial systems are solvable if and only if the number of equations does
not exceed the number of variables [52]. As such, signal space IA problems can either be
proper or improper [51,53]. Thus, from the Theorem of Proper Characterization [50], a
symmetric system (M × N, d)K is proper if and only if

Nv ≥ Ne ⇒ M + N − (K + 1)d ≥ 0 (20)

Likewise, an asymmetric system defined as πK
k=1
(

Mi × Ni, dj
)

is improper if

Nv < Ne ⇔
K

∑
k=1

dj
(

Mi × Ni, dj
)
<

K

∑
k,j∈κ
k ̸=j

d[k]d[j] (21)

Thus, based on the Equations (16) and (18), this system can be designed according to the
algorithms to satisfy the IA condition. The advantage of this is that it will follow directly on
the cognitive IA system [18]. For example, it was shown that for single-beam IA systems,
i.e., systems where each user requests only one DoF [50], IA is almost surely feasible if the
system is proper.

5. Opportunistic Interference Alignment with Space–Time Coding
5.1. Background

In [12], a source covariance matrix was chosen in which the SU-Tx can allocate power
to maximize its achievable rate. This was achieved by using uniform power allocation
(UPA) and optimal power allocation (OPA) schemes. In the UPA case, the opportunistic
SU-Tx does not perform any optimization on its transmit power, but rather uniformly
spreads its total power among the previously identified TOs, which saturates the transmit
power constraint. The OPA scheme, on the other hand, takes on a water-filling solution
with an Ndi × L2 SVD matrix such that the OP can be rewritten as

max
Pi

log2

∣∣∣∣Idi
+ 1

σ2
i

HiiUH
i PiVi HH

ii Ui

∣∣∣∣
s.t. (Pi) ≥ Trace

(
VH

i PiVi
)
≤ Pi

(22)

Given that the SVD of the matrix UH
i HiiVi is given as

∼
V

H

i Σi
∼
Ui, where the columns of

∼
Ui

and
∼
Vi contain the singular vectors, and Σi is the Ndi × L2 diagonal matrix containing the

corresponding singular values {γi}. The optimal solution is thus given as
∼
V

H

i
∼
Pi

∼
Ui = Pi.

The diagonal matrix
∼
Pi is used to represent the OPA solution and the optimal values of its

diagonal elements translate into the water-filling solution

∼
Pi =

(
βi −

σi
2

γi
2

)+

(23)



J. Sens. Actuator Netw. 2024, 13, 46 13 of 24

where βi is the Lagrangian multiplier chosen to satisfy Equation (23). This optimal SU
precoder described above turns out to be a generalized beamformer formed using the
eigenvectors of the matrix of the optimized channel at the SU-Tx. A perfect illustration of
this is the work conducted in [22], where, even after the SUs use a covariance matrix to
maximize their throughput, a power-allocation strategy called threshold beam forming
(TBF) is proposed to improve both the spectral and power efficiency of the SUs. The
TBF scheme is an effective tool for saving SU-Tx power and improving the spectrum
efficiency in poor channel conditions. If the receiver can acquire the CSI reliably as shown
in [22] or when partial CSI is available at the transmitter, coherent detection along with
orthogonal space–time block coding (STBC) [31,37,54] can be employed to increase the
data rate. As such, parallel transmissions equipped with STBC [31–34] across optimally
loaded eigen-beams have been developed that lead to the so-called two-directional (2D)
eigen-beamforming. With minimal variation in computational complexity compared with
traditional one-directional (1D) beamforming, 2D beamforming was shown to achieve
better performance.

In addition to network throughput, reliability in terms of diversity gain is another
dimension of performance measurement for the SUs. When channels experience fading,
the SNR level at the receiver becomes low and dominated by outage events. As a result,
techniques such as Alamouti codes and STBC in point-to-point MIMO channels [34] have
been proposed to explore the spatial diversity gain. Recently, the work in [34] presented the
scenario where a trade-off between symbol rate, diversity, and IA was possible in a multi-
user network, thus motivating the work in [35,36,55] that use Alamouti codes to achieve
full transmit diversity without losing rate. The transmitters in this proposed scheme only
require CSI from itself to both receivers instead of global CSI as assumed in [10].

It is clear that the scope of the literature on wedding optimal precoding/eigen-
beamforming with orthogonal STBC to improve throughput does not delve into the full
process of IA through zero forcing at the multiple receivers. The scope of the literature on
achieving higher diversity gain, on the other hand, does incorporate STBC with beamform-
ing where zero forcing is used to decouple symbols at the interfering users, but obviously
without optimal precoding. As such, this work finds an opportunity to propose an IA
scheme where each transmitter needs only channel information from itself to both receivers
that achieves the same maximum symbol rate as the scheme in [10] but with a higher
diversity gain. Given the fact that Alamouti codes achieve full transmit spatial diversity in
point-to-point MIMO systems [37], this work incorporates Alamouti codes in the design
of optimal precoding matrices, the product of which is a two-dimensional (2-D) eigen-
beamformer without rate reduction. Since the equivalent channels are linearly independent,
zero-forcing (ZF) is conducted at each receiver, to cancel interference and separate useful
symbols to obtain symbol-by-symbol decoding.

Given that channel estimation becomes difficult or requires too many training symbols,
especially when the channel is rapidly changing in a mobile environment, unitary space–
time modulation and differential space–time modulation [46,54,56–63] are well motivated
because they bypass CSI acquisition at the SU-Rx. As such, this work considers differential
space–time modulation based on orthogonal STBC, without partial CSI at the SU-Tx for
independent, identically distributed (i.i.d.) fading channels. One of the advantages of
MIMO systems is their ability to exhibit strong correlation in the presence of fading due
to multiple transmit antennas. This implies that the channel’s spatial correlations in fast-
fading channels will still fluctuate slowly [56,57]. Thus, while there is no knowledge of
CSI in differential space–time transmission, the channel’s spatial correlations can easily be
estimated at the SU-Rx due to slower fluctuation and be fed back to the SU-Tx. Similar
to [37], the differential modulation based on orthogonal STBC is also much easier to
construct and leads to low-complexity symbol-by-symbol decoding. Given its inherent
advantages, this paper will consider incorporating differential STBC (DSTBC) into the
STBC beamforming solution described earlier. The next sections will look at how the STBC–
beamforming–IA process with local CSI will be used to achieve both higher sum rates and
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diversity gain. This will then be followed by the DSTBC–beamforming–IA (DSTBC–BF–IA)
solution to save the SU-Tx power in rapidly changing channel conditions.

5.2. STBC Beamforming IA Process

The initial approach considers a two-user IC channel as shown in Figure 7 where
H1, G1, H2, G2 are used to denote the 2 × 2 channel matrices. H1 and G1 are perfectly
known at SU-Rx 1, and H2 and G2 are known at SU-Rx 2, and each of the entries are i.i.d.
Gaussian distributed. It is assumed that the channels are block fading (or constant), i.e., all
channels keep unchanged during transmission in which all the desired signals at SU-Rx 1 are
from SU-Tx 1 while the interference at SU-Rx 1 only comes from SU-Tx 2 [34]. At a given
symbol period, two signals with fixed Binary Phase-shift keying (BPSK) constellation for
each of the two receivers are simultaneously transmitted from the SU-Tx antennas, denoted
as sij.
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At the next symbol period, two complex conjugate signals are then transmitted from
the two antennas of the SU, denoted as s∗ij. The superscript in sk

ij denotes the index of the
symbol, the first subscript i denotes the index of the transmitter, and j denotes the index of
the receiver. SU-Tx i linearly combines four symbols sk

ij and generates a block code Xi. The
equivalent transmitted vectors can be expressed as

X1 = V11

[
s11

1 s11
2

−s11∗
2 s11∗

1

]
+ V12

[
s12

1 s12
2

−s12∗
2 s12∗

1

]
(24)

X2 = V21

[
s21

1 s21
2

−s21∗
2 s21∗

1

]
+ V22

[
s22

1 s22
2

−s22∗
2 s22∗

1

]
(25)

where Vij denotes the beamforming matrix from Tx i to Rx j. The symbols s1
ij intended for

SU-Rx 1 become interference for SU-Rx 2 and are aligned with SU-Rx 2. The decompositions
in (17) and (18) for the precoding and post-processing matrices of the SUs can be modified
due to the presence of the PU link to get the following equations:

UH
i HijDpl

∼
V j = 0di×dj

∀i,j = 1, . . . K, i ̸= j (26)

rank
{∼

U
H

i
HiiDplVi

}
= di ∀i = 1, . . . K (27)

The modified equations in (26) and (27) represent a standard IA problem with the variables
{Vi}K

i=1 and {Ui}K
i=1. Given that Vi =∈ C(Mi−d0)×di and Ui =∈ C(Ni−d0)×di are the beam-

forming matrices at the ith SU-Tx and SU-Rx, (27) ensures that all the interfering signals at

ith SU-Rx lie in the subspace orthogonal to
∼
U j, while (28) assures that the signal subspace

HijDpl
∼
V j has dimension dk and is linearly independent of the interference subspace. The
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constant Dpl is a diagonal matrix which contains power loading coefficients. By exploiting
the knowledge of the covariance matrix, the power loading coefficients will be derived
based on the symbol error rate (SER) values. From [12], the SNR of the covariance matrix
Pi for a fixed channel realization can be found as follows:

γ =
Nt

∑
µ=1

φµ

∣∣hµ

∣∣2 Es

N0
(28)

where Nt denotes the independent eigenvalue channels, hµ is the Rayleigh distribution
of the µth sub-channels, φµ denotes the µth eigenvalue of UH

i HiiVi that is non-negative,

and φµ

∣∣hµ

∣∣2Es/N0 denoting the µth sub-channel’s SNR [31]. This implies that we can
approximately compute the SER.

PSER =
1
π

∫ (M−1)π
M

0

Nt

∏
µ

Iµ

(
φµEs

N0
, gBPSK, θ

)
dθ (29)

where gBPSK = sin2 π
M , and Iµ(x, g, θ) = M is the moment generating function of the

probability density function of the Rayleigh distribution. The power loading coefficients
contained in the diagonal matrix Dpl based on the approximate SER values are shown to
also come very close to the actual SER values at a low SNR.

PSER =
(M − 1)

M
1

∏Nt
µ=1

[
1 +

gBPSKλQEsDpl
2N0

] (30)

where λQ is the eigenvalue of the channel covariance matrix Q. To select power loading
coefficients, we now formulate the following optimization problem:

max
D

Nt
∑

µ=1
log
[
1 +

gPSKλQEsDpl
2N0

]
subject to

Nt
∑

µ=1
Dpl = 1

(31)

Using the Lagrange multiplier method, we can find power loading coefficients as follows:

Dpl =
1

Nt
+

N0

gPSKEs

(
1

Nt
∑ Nt

µ=1
1

λQj
− 1

λQi

)
(32)

where Nt
(
0 < Nt < Nt

)
is the number of beamformers that transmit signals, given the

transmitted power budget Es. Each transmitter sends two symbols to one receiver. The
transmitted block codes are designed as follows:

X1 =

√
ρ

µ

([
s11

1 s11
2

−s11∗
2 s11∗

1

]
DplV11 +

[
s12

1 s12
2

−s12∗
2 s12∗

1

]
DplV12

)
(33)

X2 =

√
ρ

µ

([
s21

1 s21
2

−s21∗
2 s21∗

1

]
DplV21 +

[
s22

1 s22
2

−s22∗
2 s22∗

1

]
DplV22

)
(34)

The coefficients ρ and µ are the average SNR and the normalization factor at each
SU-Rx, respectively, that are introduced to ensure that the average energy of the coded
symbols are unitary across all the antennas. Each symbol is sent using Alamouti codes, and
each transmitter sends linear combinations of both the original symbol and their conjugate.
To this end, X1 is transmitted along the eigenvectors of the channel correlation matrix with
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power loaded on each eigenvector. Recalling that the received T × 2 signal matrix at Rx j
can be represented as

Y1 = X1H + X2G + W1, Y2 = X1 A + X2B + W2 (35)

where Wj denotes the T × 2 additive white Gaussian noise (AWGN) matrix at Rx j, therefore

Y1 =

√
ρ

µ

[
s11

1 s11
2

−s11∗
2 s11∗

1

]
DplV11H1 +

√
ρ

µ

[
s22

1 s22
2

−s22∗
2 s22∗

1

]
DplV21G1 + W1 (36)

Y2 =

√
ρ

µ

[
s21

1 s21
2

−s21∗
2 s21∗

1

]
DplV12H2 +

√
ρ

µ

[
s12

1 s12
2

−s12∗
2 s12∗

1

]
DplV22G2 + W2 (37)

Both the second terms in (36) and (37) represent interference, which then makes it clear to see
how the post-processing filters of (36) and (37) align symbols s22

ij and s22∗
ij at SU-Rx 1, while s12

ij

and s12∗
ij are aligned at SU-Rx 2. After completing IA at both SU-Rxs, the individual symbols

can be decoded using symbol-by-symbol decoding. As mentioned earlier, the Alamouti
structure ensures that the corresponding definite channel matrices H1, G1, H2, G2 at the
SU-Rx retain the same structure due to the completeness of its multiplication and addition
properties [37]. Therefore, s11

ij can be decoded with the following equation:

s11
ij = argmax

s

k=1

∑
j

h
∗
k yks, k = 1, 2 (38)

Equation (38) therefore applies to the remaining symbols at SU-Rx 1 and SU-Rx 2 to have
four separate procedures for symbol-by-symbol decoding to recover the desired symbols.

6. Opportunistic Interference Alignment with Differential-STBC

The spectral efficiency gain of ST-WF is typically associated with a higher channel
outage probability, which sets a lower-bound on optimizing the SUs transmission rates. It
is therefore necessary to find a solution that not only helps with optimizing transmission
rates, but also encourages the SUs to use their power more efficiently. Thus, similar to the
work conducted in [22], where the SU-Rx depends on pilot signals transmitted at the start
of each transmission to estimate its own channel matrix (local CSI) and determine whether
the SU-Tx remains silent or transmits, this paper considers using DSTBC, but without local
CSI at SU-Txs for independent, identically distributed (i.i.d.) fading channels. This solution
states that if the channel is approximately constant for a time of at least two symbol periods
without any outage, i.e., within 3 dB of the coherent demodulation in Gaussian channels,
then the SUs transmit. Otherwise, the SUs remain silent.

6.1. Differential Encoding

To implement DSTBC, information is encoded in the phase differences between con-
secutive transmitted symbols, rather than in the absolute phases of the symbols themselves.
This approach offers several advantages, particularly when it comes to simplifying receiver
design and improving robustness in wireless communication systems. In order to imple-
ment DSTBC for the SUs, signal transmissions begin by sending a reference codeword
matrix C0 which consists of an arbitrary pair of symbols c1 and c2 at time t1 from the two
SU-Txs followed by the related pair of symbols −c∗2 and c∗1 at time t2 that provide the
receiver with a known frame of reference for facilitating the DSTBC process. Where the
channel has a phase response that is approximately constant from one symbol period to
the next, defined by a threshold τth, the SU-Rx is able to decode the information in the
current symbol. Specifically, the information matrix sk

ij is transmitted according to its matrix
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structure defined in (24), first collected in an N × N STBC matrix comprising the linear
combinations of both original symbols and their conjugate as follows:

sij =

√
ρ

µ

p

∑
j=1

(
sk

ij + jsk∗
ij

)
(39)

It follows that the N × N DSTBC matrix C0 can be written as follows:

C0 = sk
ijCk−1, i > 0 (40)

where the codeword matrix also has the following structure:

Ck(i,j) =

[
cij

1 cij
2

−cij∗
2 cij∗

1

]
(41)

Similar to the STBC solution, C0 will be transmitted along the eigenvectors of the correlation
matrix with power loaded on each channel eigenvector. As such, the transmitted signal at
the ith block can be expressed as follows:

Xi =
K

∑
i,j=1,2

√
ρ

µ
C0VijDpl (42)

where Dpl contains power loading coefficients. Due to the unitary property of the codeword
matrix Ck(i,j) and the works in [37,53], the SU-Tx power remains unchanged, implying that
the fundamental differential transmission equation is not changed by the power-loaded
eigen-beamforming matrices. Similar to the STBC-beamforming solution, the SER is also
used to derive power loading coefficients using (29)–(31). Using the Lagrange multiplier
method, we can find power loading coefficients as follows [37]:

Dpl =
1

Nt
+

2N0

gPSKEs

(
1

Nt

Nt

∑
µ=1

1
λQj

− 1
λQi

)
(43)

Equation (43) above is similar to (32) for coherent STBC except for a factor 2 in the second
term, which is used to compensate for the 3 dB discrepancy between the PSER for DSTBC
and its counterpart in coherent STBC [48,53].

6.2. Differential Decoding

The first step towards differential decoding entails removing the aligned interfer-
ence. Given that the equivalent channels spanned by the useful signals have an Alamouti
structure, and since the equivalent channels for interference are constant, the aligned in-

terference can simply be cancelled. From (36) and (37), I1 =
√

ρ
µ

[
s22

1 s22
2

−s22∗
2 s22∗

1

]
DplV21G1

and I1 =
√

ρ
µ

[
s12

1 s12
2

−s12∗
2 s12∗

1

]
DplV22G2. For clarity, we first consider a single Rx antenna.

The received data are processed by computing the differential phases between any two
consecutive symbols. The receiver detects this phase difference to decode the transmitted
data without needing to know the exact channel coefficients. The scheme uses the relative
phase between consecutive transmissions; it is inherently robust to slow fading and phase
noise. The decoding process is less affected by these variations, leading to more reliable
communication. By not requiring the transmission of pilot symbols which are typically
used for channel estimation in other schemes, DSTBC can use the available bandwidth
more efficiently. This allows for a higher sum rate because more symbols can be transmitted
within a given timeframe. DSTBC offers advantages in certain scenarios, these come at
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the cost of increased computational demands, especially when compared to traditional,
centralized STBC schemes [64].

7. Simulation Results and Analysis

In this section, numerical results have been provided to evaluate the performance of
the OIA-STBC algorithm against the SU-IA-OPA and SU-IA-TBF algorithms. It is quite clear
from the results obtained that this scheme provides improved throughput when compared
with other schemes. The performance curves of conventional STBC with coherent detection
are shown to be parallel to those of the DSTBC schemes, indicating that the DSTBC schemes
also achieve full transmission diversity due to the orthogonal designs. Traditionally, the one
drawback of the differential scheme is that it is almost always 3 dB worse than the respective
STBC with coherent detection since it does not require any CSI. The inherent requirement
of perfect CSI in the coherent STBC scheme introduces channel estimation errors as well
as additional power consumed by training symbols, particularly in this work that employs
optimal power loading, making it inapplicable to fast-fading channels. DSTBC, on the other
hand, does not require CSI at the SU-Rx, making it well suited to perform well in fast-fading
channels. A summary of the simulation parameters is shown in Table 3.

Table 3. Summary of the simulation parameters.

Parameters Specification

Simulation platform Monte-Carlo simulations using MATLAB
Modulation type BPSK
Number of bits per symbol 1 b/s
Diversity technique STBC, DSTBC
Antenna configuration
(Number of transmitting antennas and
receiving antennas)

2 × 2, 2 × 1
2 Tx SUs 2 Rx SUs
2 Tx SUs 1 Tx SU

Channel Rayleigh (fixed and independent)
Signal-to-noise ratio (SNR) −5 to 30 dB

In our simulations, both coherent STBC and DSTBC use BPSK, where the channel
is both fixed and independent over a pair of successive blocks in each run (i.e., channel
variation is negligible in two consecutive blocks) making our simulations valid for fast-
fading channels. As stated earlier, practical multi-antenna systems may exhibit strong
correlation among fading channels, which implies that the channel’s spatial correlations
will typically change slowly, even when the channel coefficients fluctuate relatively fast,
which is a requirement common to all differential schemes. The SER performance curves
of coherent STBC and DSTBC with beamforming with two Tx antennas and both one and
two RX antennas are evaluated via simulations as shown in Figure 8 below. If we take into
account the channel estimation error and the transmitted power consumed by training,
coherent STBC with two Rx antennas shows better performance than with one Rx antenna.
On the other hand, we see that for one Rx antenna, the proposed DSTBC–beamforming
scheme initially outperforms the coherent STBC at a very low SNR since DSTBC does not
require CSI at the Rx.

With two Rx antennas, the DSTBC–beamforming scheme eventually shows better
performance than coherent STBC with an increasing margin as the SNR was increased.
Therefore, our results demonstrate that in highly correlated channels, the proposed DSTBC
modulation scheme has better or comparable error probability performance to coherent
STBC, proving the point that the training symbols used in coherent STBC incur a significant
loss in data rate. This is a clear demonstration that combining DSTBC with optimally
loaded beamforming offers higher data rates. The analysis of the performance curves
presented in Figures 9 and 10 provide further insight into the improved data rates of the
DSTBC–beamforming scheme. Monte-Carlo simulations using MATLAB were carried out
for two SU pairs (Tx and Rx) and a single PU link with each node equipped with two
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antennas. As shown in Figure 9, three separate techniques are compared, namely the legacy
SU–IA–PA [12], the SU–IA–TBF [22], and of course the proposed STBC–BF–IA scheme.
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when the PU is idle. At intermediate SNR values, however, significant data rates for the
IA–OPA and IA–UPA approaches are achieved by the SUs. For the TBF scheme shown
in Figure 9, the discrepancy in performance of the PU link optimization using the MEB
technique is small in comparison to the ST-WF algorithms but the throughput performance
of the SUs, on the other hand, increases exponentially at high SNR values when compared
to the SU–IA–OPA scheme at almost no cost to the PU. The improved performance of the
SUs’ sum rates can be attributed to two things: Firstly, the MEB algorithm ensures that at
least one of the PUs’ eigenmode will always be available to convey the SUs’ data. Secondly,
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the SUs with a poor channel condition stay silent as per TBF to cooperate with the other SU
links to enhance the performance of the network through controlling the interference. It
could also be suggested that as the number of candidate SUs increases, the average sum
rate also increases. It should be noted that the observations are all predicated on the fact
that the achievable rates of the SUs have to be computed using the following equation:
Rsu(P, Hi) = logdet

(
Idi

+ 1
σ2 Pi HH

ii Hii

)
for all i ∈ j.
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From Figure 9, the proposed STBC–BF solution clearly performs better than the TBF
solution even with the TBF solution seemingly enjoying the advantage of an increased
number of candidate SUs and its efficient SU rate optimization scheme that is applied
after threshold beamforming to help keep the sum rates above a prespecified threshold
level. This improved performance is initially founded on the fact that the SU selection
scheme limits the number of SUs in a cluster, which was otherwise not the case in other
works such as in [22]. While an increased number of SUs can improve detection accuracy,
it could also be an additional source of interference to the PU transmission. Helped by the
double-detection scheme, the SUs are therefore almost assured free TOs that they could
align their transmission with. Secondly, the increased sum rates of this scheme are a direct
manifestation of employing coherent STBC with beamforming and optimal power loading
to improve reliability in terms of diversity gain without much discrepancy in terms of
computational complexity.

The graph shown in Figure 10 demonstrates the performance comparison between
SU–IA–STBC and SU–IA–DSTBC where the channel’s spatial correlations are considered to
have a slowly varying effect similar to shadowing. Both the DSTBC and the STBC technique
are seen to significantly outperform the SU–IA–UPA technique because implementing 2D
eigen-beamforming minimizes the error probability and outperforms 1D beamforming
especially at a moderate-to-high SNR. This is indicative of the fact that for the SU–IA–UPA
scheme, the TOs become almost non-existent at the highest SNR. However, this work shows
that for practical values of the SNR, there are a non-zero number of TOs that the SUs can
always exploit. At an intermediate-to-high SNR, the SU–IA–DSTBC scheme performs better
than the SU–IA–STBC scheme. The graph shown in Figure 10 demonstrates the difference
in performance between the SU–IA–TBF scheme against the SU–IA–DSTBC schemes. It has
been shown that even though the ST-WF PA scheme provides efficient performance for the
SUs only in the intermediate SNRs, this work combines the benefits of double ED as well
as the SU–IA–STBC algorithm to release even more eigenmodes, thus achieving higher
data rate performance than the SU–IA–TBF algorithm. The essential drawback of the MEB
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algorithm is that it is less dynamic than ST-WF and more susceptible to lower data rates. It
can also be seen in Figure 8 that the data rate performance of the SU–IA–DSTBC is higher
than that of the SU–IA–DSTBC schemes, owing to the fact that the threshold function of
the DSTBC scheme is an effective tool for saving the PU’s transmit power due to the WPA’s
channel outage conditions (see Figure 3). The consequence of saving the SUs’ transmit
power can be seen in Figure 8, where the sum rate performance of the SU–IA–DSTBC curve
increases even further especially at a moderate-to-high SNR, when compared with the
SU–IA–STBC curve. Also, with two SU-Rx antennas, the DSTBC–beamforming scheme
shows better SER performance than coherent STBC with an increasing margin as the SNR
was increased, demonstrating that in highly correlated channels, training symbols used in
coherent STBC incur a significant loss in data rate.

Implementing the proposed scheme in real-world CR networks involves significant
challenges such as hardware limitations, synchronization, channel variability, energy con-
sumption, and interference management. Although the approach offers benefits, these
practical issues must be addressed to realize its potential.

8. Conclusions

An opportunistic interference alignment (OIA) scheme has been proposed that is based on
the literature described in [11–23]. However, this work differentiates itself in a number of key
areas to achieve significantly higher data rate performance. Firstly, the SVD that is performed
on the PU channel matrix applies a ST-WF algorithm to free up some unused eigenmodes.
Both the PU and SU can utilize the licensed spectrum by aligning the interference from the SUs
to these unused eigenmodes. The ST-WF achieves higher capacity per antenna than SWF, and
even though ST-WF has a higher channel outage probability than that of SWF, its transmission
is similar to block transmission, which makes this scheme operate in conditions more suited to
CR networks. Secondly, to further enhance the accuracy of detection of TOs, this work makes
use of a double-threshold energy detection (ED) scheme where the FC receives two kinds
of information from which to base its decision on. This increased range of values available
to the FC leads to higher detection accuracy and thus an increased number of TOs. Thirdly,
to increase the SUs’ sum rate performance, a new IA scheme equipped with STBC across
eigen-beams were combined to yield a two-directional eigen-beamformer that performs better
than the conventional one-directional beamformer with negligible increase in computational
complexity. The incremental gains in performance achieved from the ST-WF and double-ED
schemes coupled with a careful SU selection scheme that always ensures a 2Tx × 2Rx for
the SUs combine with the SU–IA–STBC scheme to yield higher data rates. Lastly, the new
IA scheme was used to achieve full transmit diversity without losing sum rates by wedding
optimal precoding with orthogonal DSTBC, where the DSTBC structure of the equivalent
channels were preserved after zero-forcing the interfering users. Since the fundamental SU
transmission is not changed by the transmit eigen-beamforming matrices, these IA schemes
were shown to achieve higher diversity gain than other conventional methods.
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