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Abstract
Critical issues with current detection systems are their susceptibility to adverse weather conditions and constraint on the 
vertical field view of the radars limiting the ability of such systems to accurately detect the height of the targets. In this paper, 
a novel multi-range radar (MRR) arrangement (i.e. triple: long-range, medium-range, and short-range radars) based on the 
sensor fusion technique is investigated that can detect objects of different sizes in a level 2 advanced driver-assistance system. 
To improve the accuracy of the detection system, the resilience of the MRR approach is investigated using the Monte Carlo 
(MC) method for the first time. By adopting MC framework, this study shows that only a handful of fine-scaled computa-
tions are required to accurately predict statistics of the radar detection failure, compared to many expensive trials. The results 
presented huge computational gains for such a complex problem. The MRR approach improved the detection reliability 
with an increased mean detection distance (4.9% over medium range and 13% over long range radar) and reduced standard 
deviation over existing methods (30% over medium range and 15% over long-range radar). This will help establishing a new 
path toward faster and cheaper development of modern vehicle detection systems.

Keywords  Autonomous vehicles · Triple radar · Level 2 ADAS system · Lane keeping assistance · Nonlinear model 
predictive controller · Safety · Statistical method · Autonomous emergency braking

1  Introduction

Developments in the automotive industry have promoted 
competition between manufacturers to present increasingly 
safe and affordable road vehicles to the market, where vehi-
cle safety has become a primary selling point [1]. As vehicle 
technology has advanced, there has also seen a significant 
shift to the current situation where road vehicles have a wide 
range of driver aids including cruise control, vehicle warn-
ings, lane occupancy warning, vehicle spacing and collision 

detection. The result is increased complexity in the design 
and analysis phase of advanced driver-assistance systems 
(ADAS) [2]. The problem is not a new one, with signifi-
cant progress being made since the launch of the first semi-
automated vehicle by Houdina Radio Control in 1926, and 
major advances in recent years with the increasingly sophis-
ticated technology available to the automotive manufacturers 
[3]. The lengthy track record of development can be seen 
with General Motors' Motorama car expo in 1960 unveil-
ing concept AVs [4]. In the development of AV technology, 
some brilliant advancements in the EUREKA's Prometheus 
Project, and the Stanley AV have been obtained [5] with a 
timeline of ADAS technology developments being clearly 
laid out in [6]. A taxonomy of ground vehicle driving auto-
mation is defined in SAE document J3016 202,104 clearly 
specifying all six levels (level zero to level fifth) of AV. The 
clear conclusion of this report is that adopting at least level 
2 ADAS features in vehicles offer a significant increase in 
safety and emission reduction.

Moving to a fully autonomous vehicle requires real-time 
information from the environment being available to a sys-
tem to make decisions on the optimal path. [7] Sensors are 
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widely used to transfer real-time data to the AVs [8]. Extero-
ceptive sensors (such as cameras, radar and lidar) collecting 
the environmental data have a key role in the measurement 
system [9, 10]. Cameras provide excellent visual results 
from targets, however, they suffer from weak detections and 
low reliability in poor weather conditions. Techniques such 
as 3-level refinement [11] of the data collected by cameras 
at 55 frames per second can be used to improve the detec-
tion quality.

Despite these improvements, motion algorithms are still 
studied to improve the likelihood of target detection espe-
cially given that the computational resources for implement-
ing these algorithms may be limited. A robust Adaboost 
detection algorithm capable of full and half body detections 
is utilized in [12] to enhance vision detections using cam-
eras. This method requires a high computation time as it 
applies multiple training samples with information about 
moving vehicles, pedestrians, and motorcyclists. In [13], 
the challenges in building a multi-camera dataset for driver 
monitoring system were evaluated and in handling the tech-
nical issues during the design and implementation of the 
monitoring system.

Radars are significantly more cost-effective technology 
compared to cameras. High-accuracy millimeter-wave radars 
have detection angular resolution in the range of 1 ◦ . This 
resolution does not suffice for the AV requirements, hence, 
in [14] the authors suggested a wide aperture radar with 
a resolution of around 0.1◦ , thereby leading to more pre-
cision in long range detection. Machine learning methods 
based on deep neural network techniques were used in [15] 
leading to an approach utilizing high-resolution 4D sens-
ing radar system for AV applications. The results validated 
the detection of targets with low radar cross section (RCS) 
in the low sidelobes. Additionally, a novel low RCS radar 
with a diffraction mitigation technique was designed in [16]. 
The studied radar focused on highly vulnerable pedestrians 
and cyclists at junctions. Further algorithmic procedures to 
enhance the accuracy of detection results obtained by the 
radars were proposed in [17], where the researchers com-
pared the radar detection and ground truth data, and an accu-
racy model for a radar system was developed. Radar latency 
was obtained relative to the velocity of the target, however 
such a paradigm requires numerous tests on a specific detec-
tion system.

ADAS system efficiency can be enhanced further using 
reinforcement learning-based control strategies [18]. A 
decision-making strategy utilizing deep reinforcement 
learning (DRL) was developed in [19]. The results dem-
onstrated that in scenarios with a high speed or low gap 
between ego car and object, the suggested approach failed 
to prevent the collision. A lane keeping assist (LKA) sys-
tem was proposed in [20] with the capability of switching 
between lane departure prevention and lane keep co-pilot 

states. This approach applied a model predictive control 
paradigm with an extended Kalman filter to learn the 
dynamics. The proposed method was able to switch modes 
with 90% accuracy while not violating the vehicle dynam-
ics, however, the approach required a time-consuming 
algorithm to be implemented in embedded processors. A 
Takagi–Sugeno (T–S) fuzzy-based robust H∞ algorithm 
was implemented in the development of the LKA system 
in [21]. This approach considered the uncertainties, dis-
turbances, and longitudinal velocities for robust control of 
desired steering input. To overcome the varying shadows 
and occlusions, an approach based on the model of lane 
boundaries in 3D space was presented in [22]. This method 
also applies color information for effective clustering to 
remove the outlier and estimate the curvature. Despite 
acceptable results, the processing system required high 
computational resources.

The role of sensors, measurement, and algorithmic 
improvements are vital in different engineering disci-
plines. For example, the researchers in [23–26] presented 
measurement and algorithmic improvements in other 
applications which advanced the system’s performance.

1.1 � Problem Statement

The AV’s intended functionality requires robust risk and 
hazard assessment and decision making to take place. The 
performance of such systems is the main concern when only 
vision-based sensors are employed. Based on ISO 26262-1, 
malfunction behaviors associated with vision-based detec-
tion sensors have been reported. Various approaches can be 
considered with the goal of enhancing the AV’s detection 
systems, including the following methods:

	 i.	 Algorithm improvement for the sensors.
	 ii.	 Suitable sensor technology selection.
	 iii.	 Sensor/s location optimization.
	 iv.	 Use of diverse sensory technology.
	 v.	 Algorithmic advancements (e.g. recognition)
	 vi.	 Increase the actuator performance (e.g. accuracy)

For AVs operating in urban areas, the detection sys-
tem relies fundamentally on the capabilities of the sensors 
deployed. It has been observed that vison-based system can 
obtain erroneous results, under different operating condi-
tions, leading to potentially hazardous events. To reduce the 
risk of detection errors, vision systems can be assisted with 
multiple-range radars aligned with ii. iii, and iv.
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1.2 � Research Contribution

Developing different layers of the ADAS system including 
perception, autonomous emergency braking (AEB) and lane 
keeping assist (LKA) can potentially lead to higher safety. 
The perception as the first layer for collecting environmental 
information has the highest effect on the system outputs. This 
work aims to develop a level two driving automation with a 
reliable and robust object detection system. An innovative 
triple radar setup based on long-range, medium-range, and 
short-range radars was developed to detect objects with differ-
ent heights, sizes, distances, and velocities. Long-range radar 
is widely used for highway driving to assist AEB and LKA 
systems. To further improve the performance of the system, 
medium and short ranges radars were also added to enhance 
the capability of the proposed model in urban driving. A wide-
field view of short-range radar helps to detect situations such 
as pedestrian’s attempts to cross the street, wildlife or animals 
crossing the road, occluded targets behind parked vehicles, 
etc. This approach can provide a more reliable output despite 
false target identification from one radar in isolation. As level 
2 ADAS requires longitudinal and lateral control assistance 
for the driver, the AEB and LKA systems were developed and 
integrated into the model. To test the modeled subsystems 
and the proposed level 2 ADAS system, different simulations 
were conducted using a virtual test model implemented in the 
MATLAB and Simulink environments. The subsystems were 
initially validated to have an optimal operation. In this work, 
a novel approach using the fine-scaled Monte Carlo (MC) 
method is performed to validate the operation of the proposed 
detection system in level 2 ADAS testing under a range of real-
istic test conditions. In comparison to the cost and time required 
for practical tests in AVs, the proposed MC-based approach 
was designed to be a capable resource to conduct cost-effective 
performance analysis and optimizations. To achieve this, the 
most impactful parameters, i.e. time to collision and relative 
distance to the target, are studied. The impact of these factors 
on the safety of actors on the road was analyzed using the MC 
paradigm. The performance of the proposed MRR was evalu-
ated using graphical and numerical results. Finally, the results 
were compared to that of conventional single radar detection 
approaches. The results demonstrate huge computational gains 
and improvements in accurate radar detections using the pro-
posed MRR technique. The proposed approach generates accu-
rate and reliable detections of moving targets in a wide range 
of model-based simulation scenarios.

2 � Radar Detection Framework

The main goal of an Autonomous Vehicle (AV) is to pro-
vide safe and efficient transportation between initial and 
final states without any human intervention. In this work, 

perception and decision-making systems are applied as 
major functions in the AV’s framework. The perception 
system utilizes the measurements from exteroceptive sen-
sors to calculate the AVs’ dynamic parameters and detect 
other objects in the environment. The measurement setup 
includes radars and cameras. Dynamic parameters are 
mostly internal states of the vehicle; therefore, estima-
tion paradigms are used to estimate the desired states. The 
decision-making function acts on the LKA and AEB algo-
rithms to fulfill the requirements of the multi-stage colli-
sion avoidance system. The developed framework for the 
AV studies in this work is shown in Fig. 1. In this frame-
work, a proposed triple radar sensor with short, medium, 
and long ranges (SR, MR, and LR) offered more reliability 
and robustness in the detection system than other meth-
ods. The multi-range radar system observes and generates 
a forward collision warning (FCW) followed by a multi-
stage autonomous collision avoidance breaking (MSCA) 
to safely apply a brake considering the lead object (LO) 
which can be a moving or constant obstacle such as a pet, 
cyclist, vehicle, etc. Based on ISO 26262 series and ISO/
PAS 21448, the sensor’s functionality and limitations are 
studied under different environmental conditions.

3 � Simulation Methodology

In this study, MATLAB automated driving toolbox was 
utilized to develop the autonomous vehicle model to test 
the triple radar detection system. The model architecture 
has four main subsystems which communicate in a closed 
loop, with the dynamics implemented as presented in 
Fig. 2. The initialization and MC assessment algorithms 
were written in MATLAB.

The ego car applies the perception block containing sen-
sors and sensor fusion algorithms to understand the sur-
rounding environment. A scenario reader also exists in this 

Fig. 1.   Developed framework for the studied AV
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block to run the desired scenario. The AEB controller sub-
system uses relative distance and velocity as inputs for the 
AEB controller. The AEB logic was written using state flow 
charts to generate the deceleration forces. Lane information 
and longitudinal velocity were imported to the LKA control-
ler to find the road curvatures, lateral deviation, and relative 
yaw angle. The LKA controller produces a suitable steer-
ing angle to ensure the vehicle remains in the optimal lane. 
The ego car dynamics are regulated by the output signal of 
AEB and LKA blocks leading to vehicle orientation. The 
coordinate details of the vehicle at each time step are deter-
mined by the vehicle dynamic block which is sent as input 
to the perception block. Further details of the sub-blocks are 
explained in the following sub-sections.

3.1 � Perception System

The operating functions of the perception sub-systems are 
described in the following sections.

3.1.1 � Scenario Builder

Scenarios are synthetically created by the Driving Sce-
nario Designer application based on the type of autono-
mous driving test and its requirements, and then imported 
to the scenario reader block. This system has the capability 
of modeling the different actors and trajectories and gives 
the flexibility of configuring the sensor parameters. Sensor 
detections drive the corresponding information in the dedi-
cated scenario to feed the AV controllers (AEB and LKA 
controllers).

3.1.2 � Radar System

Radars use the actor information from the scenario builder 
block and quantify the range R and velocity � of obstacles 
relative to the ego vehicle. The fundamental equations gov-
erning radars are:

where c is 3 × 108m∕s , fb is the frequency of the combina-
tion of the transmitted and received signals, and Dmax and 
rres are the range and resolution of the radar, respectively. 
The � is the wavelength and the Δf  is the Doppler frequency 
shift. In this work, three radars with long, medium, and short 
ranges are utilized to detect the frontal obstacles in a level 2 
ADAS system. Such an arrangement could be used in both 
highway and urban driving scenarios to detect objects of 
different sizes and velocities. The main characteristics of the 
system radars are reported in Table 1.

3.1.3 � Camera System

Cameras are cost-effective sensors with the capability of 
detecting both moving and motionless targets. Nevertheless, 
they have limitations in providing high-resolution photos 
of moving objects in bad weather conditions. Hence, the 
camera module is applied only to detect stationary lanes in 
this study. Road information from the scenario builder block 
is imported to the camera module to generate the road lanes 
which are employed in the LKA controller. The main char-
acteristics of the used camera are shown in Table 2.

3.1.4 � Sensor Fusion

Sensor fusion block applies environmental data from radars 
and camera. The collected radars’ information is brought 
to the front axle center as a reference point for calibration 
[27–29]. The calibrated information is then combined to 
generate a concatenation signal which is used for cluster-
ing purposes. The multi-object tracker (MOT) block utilizes 
clustered information to create, modify, and delete moving 
object tracks. Track creation is performed using estimation 
paradigms which are mostly based on well-known Kalman 

(1)R = 11∗rres ∗ Dmax ∗ fb∕c

(2)� = 0.5 ∗ � ∗ Δf

Fig. 2   Model-based Simulation architecture in MATLAB Simulink 
environment

Table 1   Load specifications of 
the system radars

Radar type Mounting 
height (m)

Range (m) Range bias (m) Range 
resolution(m)

Azimuth 
FoV (°)

Vertical 
FoV (°)

SR 0.2 60 0.05 0.5 120 1
MR 1.2 90 0.05 0.75 60 1
LR 0.8 120 0.05 1 30 1
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filtering algorithms [29–32]. The filtering is performed using 
an extended Kalman filter (EKF), with the nonlinear state 
space model defined in (3) and (4):

where wk is process noise and vk indicates measurement 
noise. uk is the input data, and h

(
xk
)
 is a nonlinear function 

for the state estimation of xk . Using (3) and (4), the target 
nonlinear dynamic model and measurement formulas are 
defined in (5) and (6):

where xi(k) is the state vector for ith state, zi(k) is the obser-
vation produced from ith state of target. Fi(k) and Gi(k) are 
the target dynamic functions. Hi(k) is the sensor measure-
ment matrix.

In the EKF, the Jacobian is employed for updating and 
estimating the equations as shown in (7):

The Global Nearest-Neighbor (GNN) criterion is applied 
to allocate a detection to a track. If inappropriate detections 
are found to be allocated to a specific track, they would be 
deleted. Based on extracted tracks, the lead actor is known, 
hereby the relative distance and velocity can be calculated. 
The modified GNN is developed for the feature distance in 
(8):

where Obi is the feature vector for the observation i, and Tj 
indicates the feature vector for target j.

(3)xk+1 = f
(
xk, uk

)
+ wk

(4)yk = h
(
xk
)
+ vk

(5)xi(k + 1) = Fi(k)xi(k) + Gi(k)wi(k)

(6)zi(k) = Hi(k)xi(k) + vi(k)

(7)

⎧
⎪⎨⎪⎩

JH,k =
𝜕h

𝜕x

���x̂k�k−1
JF,k+1 =

𝜕f

𝜕x

���x̂k�k,uk

(8)dij =
Obi.Tj

ObiTj
, (1 ≤ i ≤ m;1 ≤ j ≤ n)

In this study, the camera, with 1024 × 592 pixels, was 
only used for the road surface and lane detections. The 
lane information is inserted to the vision detection block 
then, the lanes are detected and imported to the LKA con-
troller block for lane keeping purposes.

3.2 � AEB System

The AEB, as a basic and efficient function, in the ADAS 
system acts automatically when the gap between the driver 
and target is critically reduced. In this work, relative dis-
tance, and velocity, as well as the longitudinal velocity of 
the ego vehicle from the perception block are imported to 
the AEB controller. Additionally, time to collision (TTC) 
and stopping time are calculated based on the received 
data. The logic for multistage braking with different decel-
erations is generated corresponding to these parameters. 
The TTC as a function of relative distance Drelative and 
relative velocity Vrelative is derived as:

where, Hoffset is a predefined constant headway offset. When 
the TTC < TFCW (forward collision warning time), the AEB 
becomes activated. TFCW depends on stopping time (the 
period at which the ego vehicle initially applies the brakes 
until it reaches a full stop) and reaction time of the driver 
Treact . The stopping time Tstop is calculated considering the 
velocity of the ego vehicle vego , and brake deceleration ab , 
as given:

Based on the calculated parameters in (3) to (5), the 
AEB logic applies a brake deceleration level using the 
following state flow process:

1.	 If the TTC ≤ 1.2 × TFCW , a warning is activated.
2.	 If the TTC ≤ TFCW@ab = 3.8 , brake deceleration is set 

to 3.8 m/s2.
3.	 If the TTC ≤ TFCW@ab = 5.3 , brake deceleration is set 

to 5.3 m/s2.
4.	 If the TTC ≤ TFCW@ab = 9.8 , brake deceleration is set 

to 9.8 m/s2.

3.3 � LKA System

The LKA system acts as a preventive ADAS to avoid colli-
sions rooting in and out of the lane motion. Lane information 
from the perception block is fed to the LKA. The lane center 

(9)TTC =
(
Drelative−Hoffset

)
∕Vrelative

(10)TFCW = Treact + Tstop

(11)Tstop = vego∕ab

Table 2   Specifications of the camera system

Camera intrinsic (unit) Values Camera parameters (unit) Values

Focal length X (px) 800 FoV 100°
Focal length Y (px) 800 Range (m) 75
Image width (px) 2000 Mounting height (m) 1.1
Image height (px) 480 Pitch angle 1°
Principle point X pixel 320
Principle point Y pixel 240
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estimator sub-block translates this information to predicted 
curvature, lateral deviation, and relative yaw angle. Finally, 
the steering angle is generated by a dedicated controller to 
direct the ego vehicle on the safe path [33, 34]. Many studies 
using different controllers such as dynamic state feedback, 
layered PID, and nonlinear MPC are conducted to enhance 
the lane-keeping performance [35]. In this study, the ego 
vehicle estimates three seconds ahead of curvature. This 
look-ahead period allows the controller to use previewed 
data to compute the car's steering angle, which improves the 
applied MPC controller's efficiency.

3.4 � Vehicle Dynamics

The vehicle dynamics model used a system of 3-DoF equa-
tions to obtain the position, velocity, and direction of the 
ego vehicle. In this block, the rigid two-axle vehicle body 
model uses acceleration (throttle input) and deceleration 
(brake input) data. This information comes from the AEB 
block and combines them with the steering angle from the 
LKA block in order to compute the dynamic parameters in 
each time step. Finally, the output information is sent to the 
perception block to feed the scenario builder sub-block.

4 � Simulation Results

The performance of the algorithms alongside the whole sys-
tem are evaluated in this section. The corresponding results 
are presented utilizing model-based simulations in MAT-
LAB (version R2021a). Initially, a set of simulations were 
performed to assess the performance of the modeled subsys-
tems (i.e. algorithms). The results, including analytical and 
numerical graphs, are explained in further detail in the fol-
lowing subsections. The final part of the simulation focuses 
on level 2 ADAS testing with the results discussed in terms 
of MC simulations. The most critical parameters affecting 
the proposed detection system were determined using the 
MC method. The safety of the whole system was evaluated 
and the results then compared to that of conventional single 
radar detection approaches.

4.1 � Radar Detection Testing

To ensure the satisfactory operation of the proposed detec-
tion system, a scenario with a runner (i.e. pedestrian) was 
used. In this scenario, the pedestrian with a height of 1.6 m 
crosses the road with a velocity of 4 m/s. The velocity of the 
ego vehicle was also set to be 4 m/s. The resulting detection 
plots from the radars are demonstrated in Fig. 3. The short-
range radar with the widest view generates the fastest detec-
tion. The medium and long-range radars output data arises 
when the pedestrian enters their field of view. As observed, 

the system has double and triple detections after 3.8 s and 
4.6 s, respectively. The concatenation signal of the detection 
system is also illustrated in Fig. 3.

4.2 � AEB Performance Test

The performance of the AEB system is tested using the data 
provided by the proposed triple radar. The applied traffic 
scenario simulates the Euro NCAP testing scene, in which 
a cyclist travels across an ego vehicle with a velocity of 
4.17 m/s. The ego vehicle velocity is set at 6.94 m/s and 
the initial distance is 31 m. If ego vehicle velocity does not 
change, the cyclist would collide with the middle of the front 
bumper. In the scenario with AEB, logic 1 becomes acti-
vated at 4.7 s. Based on the standard scenario, the cyclist 
velocity increases after 0.8 s. Then, the second logic is deac-
tivated. Nevertheless, the distance between the ego vehicle 
and the cyclist is decreased to 6.4 s. Therefore, the AEB 
block enters the second logic. The TTC forces the logic 3 
activation only 0.1 s later and the ego vehicle deceleration 
rises to 5.3 m/s2. The scenario and corresponding control 
parameters are presented in Fig. 4.

4.3 � LKA Performance Test

For testing the LKA system, a robust model is applied to 
detect the road lanes of different marking styles and colors 
using a camera module installed at front of the vehicle. As 
the radar system is responsible for object detection, the 
camera is deactivated for actors’ detection which in return 
improves the simulation time. In this test, the camera is only 
used for the road surface and lane detections. The simula-
tion results are provided in the context of a road without 
marking on the left side and a solid red line on the right 
side is presented in this paper. Figure 5a depicts the lane 
detection results of the camera module. Moreover, the three-
second-ahead prediction of curvature lanes boundary is con-
sidered a scenario. Based on single boundary information, 

Fig. 3   Several detections in radar detection testing
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the curvature, lateral deviation, offset, relative yaw angle, 
and longitudinal velocity in the center lane are estimated. 
The MPC controller utilizes these parameters to calculate 
suitable steering angles which should be in the boundary 
of [− 0.5 0.5] rad. Figure 5b presents the quality of the pre-
dicted parameters and controller output. The figure shows 
how the lateral deviation, right lateral offset, relative yaw 
angle, and steering angle are behaving under the test. In 
this scenario, the MPC controller plays a significant role in 
obtaining the optimum steering angles as a function of time.

4.4 � Level 2 ADAS Testing

The Monte Carlo (MC) approach is utilized for a wide range 
of problem-solving methods which utilize statistics of ran-
dom numbers of target parameters [36–38]. MC methods 
have a wide application in physical science and engineer-
ing. The most well-known classic MC methods draw sam-
ples from a statistical distribution to find out a deterministic 
value for the detection system output parameters. These 

types of MC methods are commonly applied in the auto-
motive industry [37, 39]. In this work, an MC paradigm is 
applied to test the performance of the proposed detection 
system in the level 2 ADAS system.

The triple radar is combined in an ego vehicle model 
including both AEB and LKA controllers. The entire sub-
systems were developed and simulated in the MATLAB 
and Simulink environments. A highway scenario with two 
lanes, as the test bench, is utilized to run a wide range of 
MC simulations. Multiple actors, as reported in Table 3, 
are used in this scenario. Actors 1 to 3 move in the same 
direction as the ego vehicle, while actor 4 comes at the 
other vehicles from the opposite side. The arrangement of 
different vehicles is shown in bird’s-eye scope in Fig. 6. As 
presented in this figure, the selected highway has a circular 
shape with a radius of 500 m. the positive steering angle 
is applied to the ego vehicle to keep it in the left lane. The 
triple radar setup is employed to detect the objects (i.e. 
actors) on the highway.

For iterative MC simulations, initially a distribution 
is selected as the input generator. For this case, a normal 
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distribution is applied. The minimum required number 
of runs is determined, as shown in Fig. 8. The statistical 
method for selecting a minimum number of runs is described 
in detail in Sect. 4.4.1. Next, the dominant parameters affect-
ing the final performance of the proposed triple radar detec-
tion system, are randomly selected from boundaries defined 
in Table  4 and the selected normal distribution. These 
parameters are the most important parameters affecting the 
performance of the ego vehicle. To produce the random vari-
ables, a Gaussian distribution is selected as a generator in the 
MC algorithm. The probability of the selection of a value 
is as follows:

(12)P
x
=

1

�

√
2�

���(−0.5(
x − �

�
)
2

)

where P is the selection probability, x is the desired parame-
ter, � and σ are mean and standard deviation of the dedicated 
distribution. Using the selected random variables from the 
probability generator in Eq. (12), the highway scenario was 
run and dominant output for each run saved. The critical out-
puts are selected based on a sensitivity analysis conducted 
in Sect. 4.4.3 The dispersion of MC outputs were then ana-
lyzed to extract statistical indices affecting on the outputs. 
These indices provide a deeper view into the detection sys-
tem capability in detecting actors in different road scenarios.

Each MC run requires 15 s for the dedicated highway 
scenario. The flowchart of the MC simulation is shown in 
Fig. 7. During this scenario, actor 2 changes its lane once 
it closes to the actor 3 position. To assess the capability 
of the proposed detection system, the MC campaigns, in 
several steps, are performed in this section.

4.4.1 � Minimum Number of Runs Requirement

A minimum number of MC runs is required to analyze the 
performance of the proposed detection system effectively [27]. 
The fine-scaled Monte Carlo (MC) analysis was performed 
with huge computational savings of 40% (on average reduction 

Table 3   Actors’ specifications Parameters Actor 1 Actor 2 Actor 3 Actor 4

Velocity (m/s) 19.4 16.6–19.6 11.1 19.9
Initial latitudinal position (m) − 495 − 498.5 − 486.3 − 247.3
Initial longitudinal position (m) 82.6 83.2 137.5 428.3
Initial yaw angle 10.4 10.4 16.7 − 121
Initial lane Left Right Right Right-return path

Fig. 6   Arrangement of different vehicles in MC simulation

Table 4   Gaussian random parameters’ selection in terms of [ �, σ ] in 
the MC simulations

Ego vehicle Actors

velocity
(m/s)

Initial longitudinal
position (m)

Length
(m)

Width
(m)

Height
(m)

[22.5,2.5] [6,18] [4.7,0.25] [1.8,0.1] [1.4,0.07]

Type of distribution 

Number of run

Start

Number of run 
terminated?

Random input 
selection 

Scenario run in 
Simulink

Extracting statistics of
Concatenation

TTC
Relative distance

YES

Statistical analysis

No

Saving output data

Fig. 7   Flowchart of the MC simulation
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of 4 h and 10 min) compared to classic MC methods. To per-
form and evaluate the effect of the proposed detection system 
on the critical outputs, a Core i7 Intel CPU running at 2.6 GHz 
with 12 GB RAM computer was used for MC simulations.

In the MC iterative methods there is no upper limit to the 
number of iterations to be simulated. Different populations 
and confidence levels are available to MC methods. How-
ever, the minimum number of populations (or runs) should 
be studied in real-time systems (such as Avs) in order to 
improve the speed of decision making. The minimum and 
reliable number of runs is computed based on a confidence 
interval for a precise confidence limit of 98% for the devel-
oped radar detection system. In this study, the sample mean 
and variance and values are given in (13) to find out how 
many iterations are necessary to accomplish a quantified 
maximum percentage error with a specified confidence level.

(13)npop =

⎛⎜⎜⎜⎝

100.
�

1

n−1

∑n

i=1

�
xi − x

��
.zc

Emax.
�

1

n

∑n

i=1
xi

�
⎞⎟⎟⎟⎠

2

where zc is the confidence level, which is 98% ( zc = 2.33) in 
this study, xi is the iterative sample, x is the mean value of 
the sample, and Emax is the maximum error (in percentage):

It is observed that the minimum number of iterations con-
verges rapidly, indicating that the calculation of npop number 
is quite stable after 50 iterations.

In this study, a statistical analysis of the concatenation 
signal, which has the combination of the radars’ outputs, 
is evaluated to determine the minimum required number of 
runs. In each MC run, the concatenation signal is recorded 
for 15 s of simulation run-time, then the mean value of the 
signal is calculated. Finally, the mean value and standard 
deviation of the mean concatenations over MC runs are 
calculated and the results shown in Fig. 8. The asymptotic 
trend of the statistics shows that the expected changes are 
low when more than 140 MC runs are performed. The 
main reason behind this is that the statistical characteristics 
become close to their true values as the number of MC runs 
increases, until convergence is achieved. Furthermore, the 
histogram of mean concatenations demonstrates that the bin-
ning of the values does not change when MC runs exceed 
140 simulations. The statistics show that the MC outcome 
can be enough steady when the number of MC runs rises 
above 140 iterations. In this study, all simulations are per-
formed with 200 runs, which is significantly higher than the 
calculated minimum number of runs.

4.4.2 � MC Analysis

The results for the MC simulation using the proposed 
model and dedicated scenario are presented in this sub-
section. A range of simulation parameters is selected from 
Tables 3 and 4. The main target of the MC campaign is 
to assess the system’s performance in presence of the sto-
chastic conditions. The statistics of some dominant vari-
ables (i.e. outputs) are tracked to evaluate the capability 
of the proposed detection system during the simulation. 
In this study, the range of the concatenation signal is the 
most important observer for examining the detection qual-
ity of the system. The boundary of the obtained concat-
enation signals over 15 s of simulation in 200 MC runs 
is demonstrated in Fig. 9. As observed, the ego vehicle 
has multiple detections of the actors in all simulations. 
The range of transparency of the curves shows the rela-
tive density of the MC output and more than 50% of the 
results have fallen into the highest density of the curve 
area (indicated by the high level of opacity). For further 
investigations, highly correlated TTC and relative distance 

(14)Emax =
zc

�
1

n−1

∑n

i=1

�
xi − x

��

x
√
n

× 100

(a)

(b)
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Fig. 8   Statistics presentation of a minimum number of runs and b 
histogram of mean value concatenations over MC runs
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are stochastically investigated. These parameters give an 
indication of the whole system’s performance. The system 
safety can be qualitatively assessed using the simple met-
ric that the higher these parameters are, the safer the sys-
tem would be. The 2D probability density function of the 
mean TTC and relative distance in the MC runs is depicted 
in Fig. 10. The probability analysis verifies that the tri-
ple radar detection system has brought about acceptable 
positive TTC and relative distance. The critical outputs are 
normally distributed. The probability of the occurrence of 
a set of TTC and mean relative distance is obtained using 
Eqs. (15) and (16).

(15)
PT ,M =

�
1∕2�

√
det[cov(T ,M)]

�
×

exp
�
−0.5 ∗ diag

�
sig ∗ cov(T ,M) ∗ sigT

��

(16)sig =
[
T − �T ,M − �M

]

where, T and M are TTC and mean relative distance data, �T 
and �M are corresponding mean values, and other operators 
are defined as: det ∶ calculates the square diagonal matrix; 
cov ∶ calculates the covariance matrix; diag ∶ calculates the 
determinant matrix.

For this case study, the values of �T and �M are 12.3531 s 
and 49.7463 m respectively. The standard deviation of TTC 
and mean relative distance are 3.3732 and 7.4001. This 
indicates that as result of the radars’ proposed combination, 
the number and severity of the worst-case scenarios (sce-
narios with low TTC and relative distance) are decreased 
considerably.

4.4.3 � Sensitivity Analysis

In this subsection, a sensitivity analysis is done to recognize 
the most effective parameters for the performance of the 
ego vehicle in level 2 ADAS testing. Initially, a correlation 
assessment is applied to find out the critical inputs. For this 
purpose, the system inputs were selected randomly from pre-
determined boundaries which are demonstrated in Table 4. 
Effects of the changes of these parameters on the mean TTC 
and relative distance, as significant system outputs, during 
200 MC runs are studied.

The ego vehicle initial velocity and its longitudinal posi-
tion are identified as the most important parameters affecting 
the mean TTC and relative distance. The correlation factor 
for these parameters is noticeably high. The correlation plots 
are shown in Fig. 11. The mean relative distance has a strong 
negative correlation with the initial longitudinal position of 
the ego vehicle. Then, a well-established detection paradigm 
can increase system’s safety in scenarios when the ego vehi-
cle has critical initial position. Such an interpretation can 
be expanded for a strong correlation between ego vehicle 
velocity and mean TTC.

Note that the geometrical parameters of the actors i.e. 
length, width and height of the actors are less effective 
parameters, and thus, they are not identified as safety critical 
parameters. As well dynamic parameters, like speed, show 
their influence on the relative distance. Hence, they are not 
considered as critical output. For further exploration, disper-
sions of the considerable outputs corresponding to the most 
effective inputs are reported in Fig. 12. The high density of 
the dots in the graph reports that the output parameters are 
highly correlated to the ego vehicle initial parameters.

4.4.4 � Comparison

The MC method is a cost-effective paradigm to foresee 
probable failures in practice. The model’s uncertainties are 
explored in terms of critical parameters. The prohibitive 
costs of practical tests can be reduced using MC method. 
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Fig. 9   The boundary of the concatenation signals for 200 MC runs

Fig. 10   Probability density function of the mean TTC and relative 
distance
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Moreover, this approach can be used for systematic com-
parison between different methods in the related engineer-
ing problems. In this study, the MC is applied the proposed 
detection system is compared to that of single radar detec-
tion systems using MC simulations. For this purpose, 200 
MC simulations are performed, in which the level 2 ADAS 
system is modeled with triple radar, single long-range radar, 
and single medium-range radar systems. The dispersion plot 
of outputs of mean relative distance, as an evident parameter 
for all illustrated models, is presented in Fig. 13.

The results show that there are large number of occasions 
where the mean relative distances are low using a typical.sin-
gle radar detection system. In contrast, the mean relative dis-
tances obtained by the proposed triple radar are significantly 
higher. Undoubtedly, this leads to better detection accuracy 
and system safety. The statistics of the mean relative distance 
obtained for all models are presented in Table 5. Following 
equations are applied to extract the required statistical param-
eters in Table 5:

(17)Mean =
∑

xi ⋅ P
(
xi
)

where xi is mean relative distance extracted from each MC 
run and P(xi) is corresponding probability for the ith state.

Based on the results presented in Table 5, the triple radar 
produces the largest mean relative distance which causes the 
highest level of safety compared to the single radar detection 
systems. The triple radar mean relative distance of detec-
tion is improved by 13% over a single medium-range radar 

(18)standard deviation =

√∑(
xi −Mean

)2
⋅ P

(
xi
)

(a)

(b)

Fig. 11   Sensitivity analysis: correlation plots

Fig. 12   Sensitivity analysis: dispersion plots

Fig. 13   Comparison of different perception systems: dispersion plots
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and 4.9% over a single long-range radar. Reduced standard 
deviations show that the robustness of the system, as a lower 
worst case, happens when the triple radar detection system 
is utilized. The standard deviation of the triple radar is more 
than 30% better than a single medium-range radar and more 
than 15% better than a single long-range radar. A detailed 
comparative analysis using MC is conducted in this work 
considering MRR system for the first time. Due to the lack of 
literature in evaluating the whole AV system using statisti-
cal analysis techniques, this study provides the results from 
typical radar detection systems for comparison purposes.

5 � Conclusion

A reliable and innovative multi-range radar (MRR) detec-
tion system for level 2 ADAS-equipped vehicle is proposed 
in this paper. The multi-level radar system composed of 
radar sensors results in significantly higher detection reli-
ability with an increased mean detection distance (4.9% over 
medium range and 13% over long range radar) and reduced 
standard deviation over existing methods (30% over medium 
range radar and 15% over long-range radar). The approach 
has also improved the quality of detection in severe weather 
conditions. The proposed detection system could operate 
independently of the target size and initial condition of the 
ego vehicle. Different subsystems of the ego vehicle includ-
ing AEB and LKA algorithms were tested by applying dif-
ferent scenarios and the system performance was validated 
using integrated system tests. Also, the fine scaled Monte 
Carlo (MC) analysis was performed with huge compu-
tational savings of 40% (on average reduction of 4 h and 
10 min) compared to classic MC methods to evaluate the 
effect of the proposed detection system on the critical out-
puts. Results are also discussed in terms of sensitivity analy-
sis and comparison with traditional single radar detection 
systems. Despite limited literature using statistical analysis 
for detection system evaluation, a detailed comparison is 
conducted, in which the typical single radar detection system 
was also considered.

From an engineering perspective, whilst the real-time 
MRR detections are presented to showcase the common 

gains provided by the optimized MC algorithm, the physi-
cal insight and the engineering implications of parameter 
uncertainty are of independent interest in all problem cases. 
In this work, all problem cases are defined and modeled 
using a model-based system. The results demonstrated that 
the proposed arrangement could detect targets of different 
size in different highway traffic scenarios even in the mul-
tiple objects’ presence which leads to optimal operation of 
the AEB and LKA algorithms.
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