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Abstract: In the field of healthcare, enhancing patient safety depends on several factors (e.g., regulation, 

technology, care quality, physical environment, human factors) that are interconnected (Choudhury & Asan 

2020). Artificial Intelligence (AI), along with an increasing realm of use, functions as a component of the 

overall healthcare system from a multi-agent systems viewpoint (Choudhury, Asan & Mansouri, 2020). Far 

from a stand-alone agent, AI cannot be held liable for the flawed decisions in healthcare. Also, AI does not 

have the capacity to be trusted according to the most prevalent definitions of trust because it does not 

possess emotive states or cannot be held responsible for their actions (Ryan, 2020). A positive experience 

of AI reliance come to be indicative of ‘trustworthiness’ rather than ‘trust’, implying further consequences 

related to the patient safety. From a multi-agent systems viewpoint, ‘trust’ requires all the environmental, 

psychological and technical conditions being responsive to patient safety. It is fertilized for the overall 

system in which ‘responsibility’, ‘accountability’, ‘privacy’, ‘transparency; and ‘fairness’ need to be 

secured for all the parties involved in AI-driven healthcare, given the ethical and legal concerns and their 

threat to the trust.  

   

Key Words: Trust, Artificial Intelligence, ethical and legal concerns, healthcare systems, patient safety, 

transparency, responsibility, accountability, privacy. 

 

INTRODUCTION 

 

Artificial Intelligence (AI) has an increasing realm of use 

given ever enhancing AI algorithms used in healthcare sector, 

e.g., for diagnosis of diseases, drug development, personalized 

medicine, and patient care monitoring (Choudhry & Asan 

2020; Guan et al., 2019; Liu et al., 2019; Sahli et al., 2019; 

Ekins et al., 2019; Banerjee et al., 2019; Bahl et al., 2018). AI-

driven healthcare thus promises innovative services and better 

solutions in the field of patient safety. Enhancing patient 

safety depends on several factors (e.g., regulation, technology, 

care quality, physical environment, human factors) that are 

inter-connected (Choudhury & Asan, 2020). This multi-agent 

systems perspective also draws the interdependencies between 

human and non-human factors involved in a healthcare 

system.  

 

Along the way of transformation driven by AI, ‘trust’ between 

AI users (e.g., clinicians) and the AI software arises as an 

issue that needs to be examined from the perspective of patient 

safety. This is compelling given the emerging ethical and legal 

concerns such as opacity (black-box problem) or bias and 

discrimination for using historical data sets for clinical 

purposes (Maddox, Rumsfeld, & Payne, 2019; Hashimoto et 

al., 2018; AlHogail, 2018). To these, accompanying issues of 

privacy and absent informed consent need to be added, given 

the increasing tension with these.  

 

In this context, there remains the question(s) of how to define 

‘trust’ and enhance trust relationships in healthcare against the 

ethical and legal concerns. While how to interpret the role of 

AI in healthcare needs to be answered in this context, 

distinction between trust, trustworthiness and reliance on AI 

also deserves a touch upon. Overall, this study aims to explore 

trust and elaborate its role within the AI-driven healthcare in 

view of the ethical and legal concerns, from the perspective of 

patient safety.  

 

Overall, it is established desirable outcomes for patient safety 

can be gained from the reliance on AI, which should not be 

isolated from but needs to be integrated with the other 

components of a healthcare system. Far from a stand-alone 

agent, AI cannot be held liable for the flawed decisions in 

healthcare. Also, AI does not have the capacity to be trusted 

according to the most prevalent definitions of ‘trust’ because it 

does not possess emotive states or cannot be held responsible 

for their actions. A positive experience of AI reliance needs to 

be considered indicative of ‘trustworthiness’ rather than 

‘trust’, for the former focuses on the traits, whereas the latter 

relationship. 

 

This very fact implies further consequences related to the 

patient safety. First and foremost, ‘trust’, built on a 

relationship, requires all the environmental, psychological and 

technological conditions being responsive to patient safety in 

the healthcare context. Second, this approach requires AI 

being considered as a (sub)component within the overall 

healthcare system and fits well to the multi-agent systems 

perspective. Third, for establishment of trust within a 

healthcare system, multiple actors’ responsibilities need be 

clarified as to how to use AI and how far to rely on it. 

Furthermore, accountability, transparency, privacy and 
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fairness need to be secured for using AI, given the ethical and 

legal concerns and their threat to the trust.  

 

 

DISCUSSION 

 

Role of AI in healthcare 

 

AI is an umbrella term denoting ability of a computer system 

to perform tasks commonly associated with human mind such 

as reasoning, generalizing, problem solving or learning. 

According to the AI Act of the European Union (EU), AI 

system means “software that is developed with one or more of 

the techniques and approaches listed in Annex I [machine 

learning approaches, logic and knowledge based approaches, 

and Statistical approaches] and can, for a given set of human-

defined objectives, generate outputs such as content, 

predictions, recommendations, or decisions influencing the 

environments they interact with (European Commission, 2021, 

Art 1(3)).  

 

AI has potential to assist clinicians in making better diagnoses 

(Bahl et al., 2018; Guan et al., 2019; Liu et al., 2019) and has 

contributed to the fields of drug development (Chen et al., 

2018; Sahli et al., 2019; Ekins et al., 2019), personalized 

medicine, and patient care monitoring (Jiang et al. (2017); 

Banerjee et al. (2019); Ciervo et al. (2019); Ronquillo et al. 

(2018)]. AI has also been embedded in electronic health 

record (EHR) systems to identify, assess, and mitigate threats 

to patient safety (Dalal et al., 2019). The integration of AI into 

the healthcare system is not only changing dynamics such as 

the role of healthcare providers but is also creating new 

potential to improve patient safety outcomes (Siau & Wang, 

2018). 

 

However, many of these studies are centered around AI 

development and performance and there is not much scholarly 

work reviewing the role and impact of AI used in patient 

safety in view of the trust relationships and accompanying 

ethical/legal concerns. 

 

 

Bigger picture from the perspective of patient safety 

  

Patient safety is a healthcare discipline that emerged with the 

evolving complexity in healthcare systems and the resulting 

rise of patient harm in healthcare facilities (WHO, 2019). 

Sustainable patient safety requires establishment of safety 

culture based on the values and beliefs systemically followed 

to ensure the physical, social, and emotional well-being of the 

patients within an organization (Choudhury and Asan, 2020). 

Patient safety is prone to many human and technological 

factors including lack of nursing care (Tuffrey et al., 2013), 

misdiagnosis, false alarms, late treatment, poor 

communication, excessive clinical workload, and 

misinterpretation of health information (Danysz et al., 2019). 

Out of all these factors deterring patient safety, the application 

of AI has been extensively focused on addressing errors 

caused due to (a) misdiagnosis, (b) false alarms, and (c) late 

treatment (Choudhury & Asan, 2020). 

 

Conventionally, each subsystem in a healthcare system has its 

own route to achieve the fundamental goal of maintaining 

quality of care or patient safety. From a holistic systems 

perspective, the complexity and behavior of a decision support 

system in the field of healthcare can be described by 3 

characteristics: (i) interdependencies, (ii) interactions and (iii) 

inter-relationships within the system (Choudhury, Asan & 

Mansouri, 2020). 

 

As all components of a healthcare system including AI are 

inter-connected, subsystems within a healthcare organization 

interact with each other enabling functionality of the whole 

system. This approach, also reminiscent of the “configuration” 

concept of the SEIPS 2.0 model (Holden et al., 2013), 

highlights the dynamic, hierarchical, and interactive properties 

of socio-technical systems and thus can assist in understanding 

the role of AI in patient safety outcomes. Representing one of 

the models in the human factors and ergonomics (HFE) 

discipline, SEIPS 2.0 acknowledges that AI technology is used 

in a complex, dynamic socio-technical work system which is 

influenced not only by the people but also by the internal 

(tasks/ technologies/ organization/ physical) and external 

environments (Holden et al., 2013). SEIPS 2.0 also has an 

explicit focus on patient safety.  

 

Crucially, all subsystems (patients, providers, payers, and 

policy makers) use AI or other technology rendering their 

respective decisions. AI thus represents a component of the 

healthcare systems from a holistic multi-agent systems 

viewpoint. In this context, desirable outcomes for patient 

safety can be gained from the reliance on AI - which should 

not be isolated from but needs to be integrated with the other 

components. This is especially compelling for the patient 

safety, not least for the functionality of the whole system but 

also given the need to prevent and reduce risks, errors and 

harm that would occur to patients during provision of health 

care.  

 

Ethical and legal concerns 

 

Using AI in healthcare services would bring out some 

potential challenges based on ethical and legal concerns. 

While the ethics is an interdisciplinary field of study 

governing the accumulation and interplay of moral principles 

(Siau & Wang, 2020), law is a discipline influenced by ethics 

if not concurring in all terms. The former denotes less 

normative and non-binding principles whereas the latter most 

often means binding requirements over the entities who 

assume responsibility under law.  

 

Ethical concerns arise in relation to using AI, as 

acknowledged by many (Roseman & Zhang, 2021; Gerke, 

Minssen, & Cohen, 2020; Mirbabaie et al., 2021; Safdar et al., 

2020; Rigby et al., 2019; Schonberger et al., 2019). To address 

such concerns, ethical guidelines and recommendations are 

growing across the globe, mostly incorporating voluntary 



commitments and/or principles. Below are analyzed the most 

common ethical concerns encountered in the field of 

healthcare, while the analysis of legal concerns is largely left 

out for their comprehensive ambit. 

 

Informed consent  

 

AI health apps and chatbots are increasingly used, ranging 

from diet guidance to health assessments to the help to 

improve medication adherence and analysis of data collected 

by wearable sensors (Gerke, Minssen & Cohen, 2020). For 

data processing, there needs to be an ‘informed consent’ given 

by the data subjects (individuals) as required by the data 

protection laws. According to the Article 4(11) of the EU’s 

General Data Protection Regulation (GDPR), ‘consent’ means 

“any freely given, specific, informed and unambiguous 

indication of the data subject’s wishes by which he or she, by 

a clear affirmative action, signifies agreement to the 

processing of personal data relating to him or her”. In the 

case of AI-driven healthcare, it is unknown whether or to what 

extent patients -sometimes in the form of research participants 

- are specifically informed about the aims of the data 

controllers for processing of their data. The creation of large 

cohorts of deeply phenotyped participants raises doubts about 

the huge amounts of information put in the hands of the 

governments or the healthcare organizations that stipulate 

agreements with the former to collect and analyse data from 

millions of citizens (Blasimme & Vayena, 2020).  

 

Privacy  

 

Privacy needs to be considered under both law and ethics, 

including but not limited to the issue of informed consent. AI 

and ML rely on large datasets, with various types of data that 

can include information about disease risks, lifestyle, mental 

health, family situation, sexual orientation and other sensitive 

data (Rosemann & Zhang, 2021). As implied above, in the 

absence of informed consent, there is a risk that such data are 

shared with third parties on an unjustifiable ground with the 

original aim of data collection and processing. A similar risk 

can also take place when the processing is done more than 

necessary although based on an informed consent. 

 

As large amounts of training materials for ML applications are 

gathered from multiple and diverse sources (e.g., medical and 

insurance records, pharmaceutical data, genetic data, and 

social media), it becomes easier to trace that data to patient 

referents thereby breaching privacy intentionally or 

unintentionally (Ford, Price & Nicholson, 2016). Privacy, 

being a stand-alone right under human rights laws (e.g., 

European Convention on Human Rights), could be subject-

matter of an infringement itself. Notwithstanding, there might 

be further consequences such as psychological and 

reputational harms arising out of privacy breaches on part of 

the patients (Esmaeilzadeh, 2020). 

 

From a broader point of view, protection of patients’ privacy 

and personal data (e.g., against mis or unauthorized use) is of 

paramount importance for avoidance of not only any human 

rights violation but also potential further consequences (e.g., 

anxiety).  

 

Bias and discrimination 

 

ML bears some risks of bias and discrimination, for the 

historical and/or unrepresentative data being used or the 

programmers’ inherent preferences, the latter being coined 

with ‘cognitive bias’ problem. In case an algorithm is trained 

on data that are biased or reflective of unjust structural 

inequalities of gender, race or other sensitive attributes, it may 

‘learn’ to discriminate using those attributes (or proxies for 

them). ML systems identify proxies for personal 

characteristics based on the patterns generated out of the 

datasets and their interpretation. As the co-relations rather than 

actual causations govern this process, there is a risk for the 

individuals (patients) to be treated unfairly.  

 

The so-called unfair outcomes might reflect on 

unrepresentative data. For example, imagine an AI-based 

clinical decision support (CDS) software that helps clinicians 

to find the best treatment for patients with skin cancer. Let’s 

say the algorithm be predominantly trained on Caucasian 

patients, and in that case the AI software will likely give 

unfair outcomes based on the unrepresentative training data 

which were underinclusive and not representative of other 

subpopulations such as African American (Gerke, Minssen & 

Cohen, 2020). Not only underrepresentation of certain 

ethnicities but also social inequalities may arise when 

underserved populations are not well factored into the AI 

software. For instance, if poor or less educated people have 

performed worse after certain health interventions (due to poor 

access to care, working schedules, etc.), an algorithm can 

determine that people with these characteristics will always 

perform worse and recommend that they are not offered the 

intervention in the first place (Blasimme & Vayena, 2020).     

 

Opacity (black-box problem) 

 

Black-box medicine promises substantial benefits to the 

healthcare systems (e.g., regarding diagnostics, personalized 

treatment, image analysis) (Ford, Price & Nicholson, 2016) 

although not visible to their programmers and not explainable 

for the hidden layers. In fact, an adaptive ML algorithm 

changes its behavior using a definitive learning process 

without requiring any manual input and might generate 

different outputs each time a given set of inputs is received 

due to learning and updating (Asan, Bayrak & Choudhury, 

2020).  

 

The US Food and Drug Administration (FDA) categorizes 

Software into three classes: (a) Software as a Medical Device 

(SaMD), (b) software in a medical device, and (c) software 

used in the manufacture or maintenance of a medical device. 

FDA defines SaMD as “… AI/ML-based Software, when 

intended to treat, diagnose, cure, mitigate, or prevent disease 

or other conditions, are medical devices under the FD&C Act 

and called Software as a Medical Device” (FDA, 2019). 

SaMD ranges from smartphone applications to view radiologic 



images for diagnostic purposes to Computer-Aided Detection 

software to post-processing of images to detect breast cancer 

(FDA, 2017). FDA has approved several AI-based SaMDs 

with “locked” algorithms that generate the same result each 

time for the same input; these algorithms are adaptable but 

require a manual process for the updates (FDA, 2019). Despite 

the lack of understanding of AI algorithms, recently, several 

algorithms have earned regulatory approval for clinical use, 

and the barricade for entry of novel advanced algorithms has 

been low (Asan, Bayrak & Choudhury, 2020). 

 

Approval of black-box algorithms would however risk long-

standing medical standards (standard of care) being eroded 

unless pre-marketing processes for SaMD devices are 

carefully designed and monitored where necessary. In this 

regard, FDA’s recently published ‘Patient-Centered 

Approach’ can be deemed as a significant step forward, given 

the Agency’s emphasis on manufacturers’ ensuring 

transparency to users (e.g., clinicians) about the functioning of 

SaMD devices to ensure that the users understand the benefits, 

risks, and limitations of these devices (FDA, 2021). 

Notwithstanding, how this approach will be translated to 

practice remains to be seen and transparency would require 

‘systemic oversight’ to cope with such challenges (Blasimme 

& Vayena, 2020). 

  

Related to opacity, another novel problem concerning human 

self-determination arguably arises as over-reliance on AI 

potentially contrasts human dignity and autonomy. Some AI 

ethicists raise this problem referring to the tension between the 

user’ autonomy (including right to privacy) and usage for 

common good. (Balasescu, 2021). Overall, it is vital to guide 

the implementation of AI by defining both ethical principles 

and legal obligations towards patients, including clear norms 

on issues of responsibility, liability and accountability, as they 

can enable fairness and transparency from an overall 

understanding. 

 

Not delving into legal concerns, here we simply refer to the 

most remarkable legal challenges in healthcare. Such 

challenges, as widely acknowledged, include (1) safety and 

effectiveness, (2) liability, (3) data protection and privacy, and 

(4) security (Gerke, Minssen and Cohen, 2021; Ross & 

Metnick, 2019). As a fully-fledged examination of legal 

concerns would require a comprehensive analysis going 

beyond the remit of this paper, we just note that there are some 

areas of intersections between law and ethics such as privacy, 

and some novel problems such as quality and 

(un)representativeness of training data require appropriately 

designed common response(s). 

 

Trust in AI-driven healthcare 

 

According to Rousseau et al (1998, 395) ‘trust’ is “a 

psychological state comprising the intention to accept 

vulnerability based upon positive expectations of the 

intentions or behavior of another”. All definitions of trust 

assume the presence of some form of positive expectation 

regarding the intentions and behavior of the object of trust 

(Rousseau et al., 1998). The three most commonly cited 

elements of trust are ‘perceived competence’, ‘perceived 

benevolence’ and ‘perceived integrity’ (also sometimes called 

honesty) (Meijer and Grimmelikhuijsen, 2020, 54). Having 

wide-ranging dimensions (e.g., from political legitimisation to 

theories regarding social norms and personal relations), ‘trust’ 

represents one of the central thrusts for the society and its 

development (Misztal, 1992) and has been described as 

the lubricant of social interactions (Arrow, 1974). Although 

being an interpersonal concept and woven with perceptions, 

‘trust’ is also echoed with AI and there is a growing body of 

literature on how to enhance trust in AI (Glikson & Woolley, 

2020). 

 

Likewise, it is expected by the policy makers AI systems be 

designed as trustworthy, ethical and human-centric (European 

Commission, 2020). Although being conflated, 

‘trustworthiness’ marks a different concept comparing to the 

‘trust’ which is more situational and relational. The former 

does not necessarily lead to the latter. This is perhaps best 

illustrated by the situation where several trustworthy 

alternatives exist: In that case, the trusting actor (trustor) may 

choose to engage in a relationship based on different grounds 

than trustworthiness alone (e.g., an application’s purchase 

price, or intuitive user interface) (Gille, Jobin & Ienca, 2020). 

Trust is situation-specific, and can be described with the 

following parameters: “A trustor A that trusts (judges the 

trustworthiness of) a trustee B with regard to some behavior X 

in context Y at time t” (Sharan & Romano, 2020, 2). 

Nevertheless, the placement of trust in someone often requires 

a belief about their trustworthiness, and this notion seems to 

portray the EU’s Ethics Guidelines for Trustworthy AI, where 

it is prescribed trust “concerns not only the technology’s 

inherent properties, but also the qualities of the socio-technical 

systems involving AI applications” (IHLEG, 2019, 5). 

 

This approach can be criticized for the overemphasized role 

for the AI itself since the definitional elements of ‘trust’ 

cannot be found in an AI system, except for the competence. 

For its very nature (i.e., lack of motivation and responsibility), 

AI cannot be ‘benevolent’ or ‘honest’. AI cannot be something 

that has the capacity to be trusted according to the most 

prevalent definitions of trust because it does not possess 

emotive states or cannot be held responsible for their actions 

(Ryan, 2020). One’s freedom would enable their assuming 

responsibility, both ethically and legally; however, this is not 

relevant to the AI. Under the current legal regimes, it is a 

common rule that clinicians are responsible for the decisions 

concerning diagnosis or treatment of patients, and liable for 

the ensuing harms (Gerke, Minssen & Cohen, 2020). 

 

This very fact disproves ‘trust in AI’ as a concept and implies 

further consequences in relation to the patient safety. Both the 

EU’s approach and the bigger picture drawn above, signifies 

trust needs to be considered from a holistic multi-agent 

systems perspective. Trust, as to be built on a 

multidimensional relationship, requires all the environmental, 

psychological and technological conditions being responsive 

to patient safety. The relationship (between the trustor and 



trustee) as centered in the ‘trust’ unpacks the AI’s role as a 

component of the overall healthcare system, not a stand-alone 

actor to be trusted, held accountable or responsible. 

 

On the other hand, humans (e.g., patients or clinicians) can 

develop trust to AI as we know today (Gille, Jobin & Ienca, 

2020). This reality should not be taken rendering 

responsibility to AI systems for this is legally and ethically 

unacceptable. Rather, we should distinguish this factual 

situation as illustrating a trustworthy relationship within the 

broader domain of healthcare system in which sub-elements 

interact with each other resulting in an overall ‘trust’ to the 

whole healthcare system.  

 

From this perspective, fostering trust in an AI-driven 

healthcare system should not be limited to the stand-alone AI 

itself, but should rather cover the entire socio-technical 

ecosystem in which AI systems are embedded (Aroyo et al., 

2021, 432). Mapping an ecosystem is therefore key to better 

understand trust within the healthcare system, and in this 

context, trust needs to be taken as a matrix type 

multidimensional relationship that is fertilized for the whole 

healthcare system. 

 

Dynamics between trust and ethics in AI-driven healthcare  

 

Within the complex landscape of healthcare systems AI might 

lie at a critical point for the maintenance of the patient safety 

giving rise to ethical and legal concerns in potential. Since AI 

itself should not be taken as a stand-alone trustee and whole 

ecosystem needs to be analyzed from a holistic perspective, 

potential ethical and legal concerns require a similar response 

that needs to be crafted holistically. From this point of view, 

there should be clarity as to ‘transparency’, ‘responsibility’ 

and ‘accountability’, as widely acknowledged (UK 

Department of Health and Social Care; Meijer & 

Grimmelikhuijsen, 2021; Gille, Jobin & Ienca, 2020). These 

fundamental thrusts are largely found to build trust, as 

explained by Meijer & Grimmelikhuijsen (2020, 60): 

 

“[W]ell-considered choices in terms of how the algorithm is to 

be used in the organization and a consistent monitoring and 

evaluation of the desired and undesired outcomes contribute to 

the perception that [organization] is using these algorithms in 

a rational manner”. 

 

From a broader point of view, to these three principles 

(‘transparency’, ‘responsibility’ and ‘accountability’), 

‘privacy’ and ‘fairness’ need to be added since AI-driven 

healthcare often entails privacy and bias/discrimination related 

concerns, as detailed above. Overall, we uphold the view that 

the ethical concerns delineated above require adoption and 

implementation of five main guiding principles: (1) 

transparency, (2) responsibility, (3) accountability, (4) fairness 

and (5) privacy. Crucially, an organization’s adhering to an 

ethical policy for patient safety can be linked and found to 

contribute strengthening trust.     

 

The structural core of a “work system” comprises of people 

(e.g., providers, patients, patient family), performing various 

tasks (e.g., diagnosis, treatment), within a physical 

environment (e.g., cancer setting, home care), using tools and 

technologies (e.g., AI enabled technologies, consumer health 

informatics tools), within an organizational context (e.g., 

guidelines to integrate AI results into decision-making) 

(Choudhury & Asan, 2020). Given this, there are many inter-

related factors that affect ‘trust’ within the overall landscape 

of healthcare systems. 

 

Against this background, responsibilities of the actors 

involved in healthcare provision need to be clarified as to how 

to use AI and how far to rely on AI. In addition, certain 

regulatory principles and norms are needed to ensure AI-

driven processes be ‘transparent’, along with the clarification 

of ‘accountable’ decision makers. Furthermore, privacy of the 

patients, protection of their data as well as representativeness 

and quality of the datasets for training of AI algorithms need 

to be secured. All these require a holistic regulatory approach 

being adopted following a multi-agent systems perspective. 

  

CONCLUSION 

 

AI promises key innovations and significant added value for 

the healthcare and patient safety. Notwithstanding, far from a 

stand-alone agent, AI cannot be held liable for the flawed 

decisions or responsible for their actions in healthcare. While 

there is an ongoing academic debate over the parameters (e.g., 

anthropomorphisation, cognitive elements) for enhancing trust 

in AI, this paper counts on the idea that we need to revisit 

‘trust’ to better structure it in the healthcare system and to 

have a sustainable patient safety.   

 

Findings of this paper demonstrate that there are various 

ethical and legal concerns emerging with the unmitigated and 

over reliance on AI, surrounding informed consent, privacy, 

bias/discrimination and opacity, which all threaten trust in an 

AI-driven healthcare system. While this is widely 

acknowledged, a missing point seems to be that without 

deeply recognizing trust and accompanying relationships, 

counter principles and remedies would not promise much. It is 

thus concluded that without a holistic multi-agent systems 

perspective and translation of this to regulation, any analysis 

focused on trust and stand-alone AI would be incomplete.   

 

There are many factors that affect ‘trust’ within the overall 

ecosystem of healthcare system, incorporating human actors, 

clinical processes, physical environment, technological tools 

and means. AI appears to be one of the (sub)component that 

has an ever-increasing role to play for patient safety. Given 

this, establishment of trust require all these interdependent 

actors working in cohesion for rebuilding trust on the part of 

the patients. Once this happens all the actors including 

clinicians as well as patients would benefit from the overall 

trust as they both need to maintain a trust relationship rather 

than simply rely on AI.  

 



From this point of view, robust, multi-dimensional and 

longitudinal trust relationship is key for patient safety, which 

needs to be supported by regulatory principles and norms. For 

the latter, there needs to be further research as this requires an 

in-depth analysis of how to respond to ethical and legal 

concerns via regulation from the given holistic perspective. 
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