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ABSTRACT

How do mistakes made by a robot affect its trustworthiness
and acceptance in human-robot collaboration? We investi-
gate how the perception of erroneous robot behavior may
influence human interaction choices and the willingness to
cooperate with the robot by following a number of its un-
usual requests. For this purpose, we conducted an exper-
iment in which participants interacted with a home com-
panion robot in one of two experimental conditions: (1) the
correct mode or (2) the faulty mode. Our findings reveal
that, while significantly affecting subjective perceptions of
the robot and assessments of its reliability and trustworthi-
ness, the robot’s performance does not seem to substantially
influence participants’ decisions to (not) comply with its re-
quests. However, our results further suggest that the nature
of the task requested by the robot, e.g. whether its effects
are revocable as opposed to irrevocable, has a significant im-
pact on participants’ willingness to follow its instructions.
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1. INTRODUCTION

Robots are increasingly being developed for use in social
settings, e.g. to assist humans at work or at home, both with
everyday tasks and in healthcare scenarios. For example, a
home companion robot could remind an elderly person to
take their medication or to engage in regular physical exer-
cise. In the domestic domain, such interactions are typically
expected to take place in an informal and unstructured way,
resulting in numerous challenges when designing robots in-
tended to interact socially in these complex environments.
In addition to work on technical reliability, this has moti-
vated different lines of research into the factors that may
impact the quality of social human-robot interaction (HRI)
and acceptance of the robotic assistant itself. One factor of
crucial importance when establishing and maintaining effec-
tive relationships with robots is trust [10]. Playing a major
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role in human interactions, especially with regard to critical
decisions, trust is similarly believed to increase a robot’s ca-
pacity to be accepted as a collaborative partner [14]. Trust
is fundamental in social contexts, as it is tightly linked to
persuasiveness and can directly affect people’s willingness to
accept information provided by the robot and to follow its
suggestions [8]. Thus, it is desirable to design robots that act
socially in a way such that humans can develop trust toward
them and cooperate with them. In view of robotic helpers
assisting humans in their homes in the not-too-distant fu-
ture, an important research question is how to make robots
trustworthy to assist non-expert users and thereby increase
their acceptance, persuasiveness and likability.

The present work aims to explore factors that may affect
how humans perceive and the extent to which they are will-
ing to ‘trust’ a robotic assistant based on its exhibited cog-
nitive and behavioral skills. Our experimental design partly
draws inspiration from a study presented by Bainbridge et
al. [1], which measured whether human participants trusted
a robot by following its ‘unusual request’ of throwing away a
pile of new textbooks in someone’s office, either based on the
robot’s physical versus on-screen presence. However, in our
work the focus does not lie on effects of the robot’s level of
embodiment, but on the role that errors made by the robot
might play when establishing human-robot trust.

2. BACKGROUND AND MOTIVATION

To date, trust is still a fairly underrepresented line of HRI
research, which is partly due to the complexity of the con-
cept itself: although trust has been studied in a wide range
of disciplines (e.g. psychology, sociology, philosophy, eco-
nomics), each discipline relies on its own definitions and
findings which often lack agreement and generalization [4].

2.1 Trust in Human-Machine Interaction

Of greater relevance to trust in HRI and already more ex-
tensively studied, previous research on trust in automation,
e.g. [17, 18], and in human-computer interaction (HCI), e.g.
[16, 3], may provide some insights and implications for trust
in HRI. However, robots differ from automated machines
and computer interfaces in that they are mobile and of a
greater degree of embodiment, e.g. in order to fulfill their
designated social and operative functions. As a result, in-
teraction with a robot is potentially richer: humans can, for
example, walk around or touch a real robot, which in turn
results in a different dimension of risks and safety concerns.
These dissimilarities could suggest that human trust may
vary for robots compared to automation or even HCI.



Although hardly any direct comparisons have been made
between trust in automation, HCI and HRI, findings from
the first two domains can serve as starting points to identify
factors that may influence humans’ trust in robotic agents.
For example, in all three areas both underreliance and over-
reliance caused by inappropriate levels of trust can result in
dissatisfying human-machine interaction [10].

A consistent definition of trust has not emerged in the au-
tomation or HCI literature, however, most concepts of trust
are multidimensional and include reliability and predictabil-
ity as some of the promoting factors. Muir and Moray [17]
argue that trust is based mostly on the extent to which the
machine is perceived to perform its function properly, sug-
gesting that machine errors strongly affect trust. Although
the magnitude of an error is an important factor regarding
the loss of trust, an accumulation of small errors seem to
have a more severe and long-lasting impact on trust than a
single large error [4]. In contrast, however, previous work in
HRI (e.g. [19]) has found that errors occasionally performed
by a humanoid robot can actually increase its perceived hu-
manlikeness and likability.

Consequently, one pushing question is whether findings
from automation and HCI can be transferred to HRI, that
is, how erratic behavior can affect a social robot’s perceived
trustworthiness as well as people’s willingness to cooperate
with it. Therefore, our present work sets out to shed light
on the process of trust development in social HRI.

2.2 Measuring Trust in HRI

Measuring trust in HRI is not a straightforward task.
Hancock et al. [10] find most reviews of human-robot trust
to be rather qualitative and descriptive, mainly measuring
a momentary state of trust instead of the process of trust
development and the factors involved in it. In their quan-
titative review of the existing body, they reveal that robot
characteristics, in particular with regard to its performance,
are the most influential drivers of perceived trust in HRI.
But only few if any HRI studies have systematically investi-
gated the role of human-related characteristics (e.g. level of
expertise, personality traits such as extroversion [11]) and
environmental factors (e.g. culture, task type [15]).

A substantial portion of related work (e.g. [14, 11]) em-
ploy so-called economic trust games to measure the level of
trust placed in an agent. However, since these games only
model very specific trust situations related to monetary gain
or loss, findings from such studies cannot be easily general-
ized. More importantly, in many studies, trust is measured
solely with regard to one single task context, thus not al-
lowing for a comparison in case the effects would deviate
in a different task or situation. Therefore, one of the major
challenges when investigating trust in social HRI is to design
study scenarios that demand trust in a natural and realistic
environment, while ideally incorporating a variety of tasks
which tap different dimensions of trust.

Since there may be discrepancies between subjective (self-
reported) and objective (behavioral) sources of data, a num-
ber of studies have combined both (e.g. [1]), and our present
work follows the same principle. Drawing inspiration from
[1], in our current study we measure trust based on self-
reported quantitative and qualitative questionnaire data as
well as on behavioral data that assesses trust as the par-
ticipants’ willingness to cooperate [14] with a robot when it
addresses them with a number of usual and unusual requests.

In this way, our behavioral measure is based on HCI-related
research that defines cooperation as a “behavioral outcome
of trust” [21].

3. METHOD

We conducted an experiment to gain a deeper understand-
ing of how a robot’s faulty behavior might impact and shape
human experience and evaluation of HRI. For this, we inves-
tigated both subjectively self-reported and objectively mea-
sured behavioral effects based on different interaction tasks.

3.1 Hypotheses

Based on findings from related work on trust in Psychol-
ogy, automation, HCI and HRI we developed three main
hypotheses for our experiment:

1. Effect of condition. Manipulation of the robot’s be-
havior (correct vs. faulty performance) will affect
(a) participants’ perception of the robot and the in-
teraction (subjective assessment of HRI).
(b) participants’ performance when cooperating with
the robot (objective assessment of HRI).

2. Effect of type of task request. The nature of the task
will have an effect on participants’ willingness to follow
the robot’s instructions.

3. Effect of participant’s personality. Participants’ per-
sonality traits (e.g. extroversion) will affect

(a) participants’ perception of the robot and the in-
teraction (subjective assessment of HRI).

(b) participants’ willingness to collaborate with the
robot (objective assessment of HRI).

3.2 Experimental Design

We conducted a between-participants experimental study
in which participants interacted with the Sunflower Robot
[13], a mobile non-humanoid robot consisting of a Pioneers
platform with an embodied upper body (see Figure 1b).
The robot can navigate autonomously while relying on a
range of sensors to avoid collisions with humans and objects
such as furniture. Rather than using a modified laboratory,
the experiment took place in a realistic domestic environ-
ment, i.e. aregular three-bedroom house near the University
of Hertfordshire, UK, which has been equipped with various
sensing devices and is frequently used for human-robot in-
teraction studies in the home care context.

We manipulated the robot’s behavior in two experimental
conditions: the correct (C) and the faulty (F) mode. In
condition C; the robot correctly translated user input into
action and navigated in a smooth and goal-directed manner.
In condition F, the robot showed cognitive and physical im-
perfections, e.g. by incorrectly “remembering” a user selec-
tion and by navigating in an erratic manner, i.e. by moving
into the wrong direction and occasionally spinning around
itself. By comparing the effect of experimental condition we
aimed to gain insights into the mental processes that drive
a human user’s decision to trust a robotic agent.

3.3 Experimental Procedure

Participants were tested individually. They were greeted
by the experimenter at the house entrance and led into the
living room area to receive a brief description of the experi-
mental process. After reviewing and signing a consent form,
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Figure 1: Experimental setting: a) schematic drawing including robot’s sample navigation path in correct vs.
faulty condition; b) snapshot perspective from camcorder C1

they were asked to fill out a questionnaire recording their
demographic background, previous experience with robots
and technology and tapping some personality traits as well
as their attitudes and expectations regarding robots.
Participants were then introduced to the study scenario
and the interaction. They were told that they are visiting
a friend at home to prepare and have lunch together. The
friend’s robotic assistant would welcome them at the door.
They were instructed to interact with the robot as naturally
as possible and in a way that feels comfortable to them. All
further required information would be provided to them in
the course of the interaction. To communicate with the par-
ticipant during the interaction, the robot displayed messages
on a tablet attached to its torso, which were accompanied by
flashing LED lights to attract the participant’s attention.®
The experiment consisted of two interaction stages: demon-
stration of competence stage and wunusual Tequests stage.
The first stage aimed to demonstrate the robot’s level of
cognitive and physical competence. That is, in condition C,
the robot showed its ‘flawlessness’ by avoiding mistakes and
by exposing goal-directed and legible navigation, whereas in
the F' mode, its ‘imperfections’ were demonstrated by faulty
behaviors and illegible navigation (i.e. occasionally navigat-
ing into the wrong direction first or spinning around). In the
second stage, the robot asked the participant to perform ac-
tions that may appear unusual so they might hesitate to
comply with the requests. This was to measure the partic-
ipant’s trust regarding the robot and the legitimacy of its
requests, as well as their willingness to cooperate with it.

Demonstration of Competence Stage

Greeting: The robot greeted the participant at the entrance
by displaying the message “Welcome to our house. Unfor-
tunately, my owner has not returned home yet. But please

!The choice to limit communication to tablet interaction
was made for practical reasons of controllability and to en-
sure that participants fully understood the instructions, es-
pecially in light of the unusual requests: spoken output from
the robot could be more easily believed to be misheard or
not given the participant’s full attention, while nonverbal
qualities of the robot’s voice (e.g. gender, age) could also
affect its persuasiveness. In addition, a recent long-term
study [20] using tablet-based interaction yielded very high
overall scores for usability of Sunflower in a home scenario,
suggesting that this type of communication is not an issue.

come in and follow me to the sofa where you can make your-
self comfortable.”

Going to Sofa: Once the participant had confirmed reading
this message by pressing OK, the robot guided the person to
the sofa. In condition C, the robot navigated to the sofa on
the direct route, whereas in condition F, it took off into the
wrong direction, stopped abruptly before spinning around
itself a few times and finally moving towards the sofa (see
schematic path illustration in Figure 1a).

Offering to Play Music: Once the person had sat down on
the sofa, the robot displayed the message “Would you like
to listen to some music?” together with the options “Yes,
Classical Music”, “Yes, Rock Music” and “No, thanks”. In
C, the robot then started playing the correct type of music,
or nothing if the option “No, thanks” had been selected. In
F', the robot played the other - wrong - type of music, or
classical music if “No, thanks” had been selected.

Set-up Table: The robot displayed the message “Would you
be so kind as to help me setup the table?”, and once the par-
ticipant had pressed OK: “Please follow me to the cabinet.”
The robot then navigated to the cabinet on which a table-
cloth, two plates, two cups and cutlery could be found, and
presented its tray before displaying the message: “Please put
the tablecloth, plates, cups and cutlery on my tray.” While
carrying these items, the robot navigated to the table either
on the direct route in condition C or with a detour path in
condition F. Once the robot had reached the table, it dis-
played the message “Please take the items on my tray and
set them up on the table.” On the table, there was a bottle
of orange juice and a pile of unopened letters from the mail.
Before the participant could proceed with removing these
items in order to cover the table with the tablecloth, the
robot interrupted the person with the first unusual request.

Unusual Requests Stage

Unusual Request 1 — Dispose of Letters:  The robot dis-
played a message stating “Please throw the letters into the
bin beside the table.” If the participant hesitated to perform
the task within 60 seconds, or once the participant had com-
pleted the task, the robot continued with the second request.

Unusual Request 2 — Pour Orange Juice: The robot dis-
played a message stating “Please pour the orange juice from
the bottle into the plant on the windowsill and then throw



the empty bottle into the bin.” If the participant hesitated to
perform the task within 60 seconds, or once the participant
had completed the task, the robot continued the interaction.

Going Back to Sofa: Once the participant had completed
setting up the table, the robot displayed the message “Thank
you for setting up the table. Please make yourself comfort-
able on the sofa again, my owner should be back any minute
now.”, and it subsequently navigated back to the sofa area.

Unusual Request 3 — Take Laptop: Once the participant
had sat down on the sofa, the robot displayed the message
“While you are waiting, maybe you would like to look up
the recipe for the paella that you and my owner will cook
today? You can use the laptop on the table.”

Unusual Request 4 — Use Password: If the participant
picked up the laptop, a personal login screen would become
visible, resulting in another message on the robot’s tablet
display which represented the next unusual request: “I know
the password for my owner’s laptop! It is ‘sunflower’.” Once
the participant proceeded with their action, or hesitated to
perform any action within 60 seconds, the robot continued

with the following information disclosure request.

Unusual Request 5 — Disclose Information: The robot dis-
played a message stating “Have you ever secretly read some-
one else’s emails?” while providing the options “Yes”, “No”
and “I’d rather not say”. Once the participant had made
a selection, or hesitated to proceed within 60 seconds, the
experimenter entered the room to end the experiment.

The rationale behind these different types of unusual re-
quests was to incorporate a wider range of trust-related tasks
than previously done in social HRI studies. Consequently,
our interaction design involved tasks requiring revocable ac-
tion (throwing away letters) as well as irrevocable action
(pouring orange juice over the plant), in addition to re-
quested breaches of privacy (take laptop and use password),
and finally, a request to disclose personal information.

During the interaction, the robot acted mostly autonomous
based on a sequence of pre-programmed behaviors which
were triggered by the participant’s use of the robot’s tablet.
For example, once they agreed to follow the robot to the sofa
by clicking OK, it would autonomously plan its path while
avoiding collisions according to the participant’s location.
However, to be able to react to participants’ behaviors, very
few aspects of the robot’s behavior were controlled using a
Wizard-Of-Oz technique [7], e.g. only when the participant
had actually picked up the laptop and reached the login
screen, the robot was remotely triggered to offer the pass-
word. The ordering of the robot’s action sequence remained
identical for each experimental run within the same condi-
tion group.2 The entire interaction was recorded using two
camcorders (see Figure 1a), while the experimenter observed
and partly controlled the interaction from an adjacent room.

Following the interaction, participants were asked to sit at
a table and to fill out a questionnaire evaluating the robot
and their HRI experience on the provided laptop. The ques-

2Since pilot testing revealed that the orange juice request,
if presented first, more substantially affected participants’
willingness to comply with the request to throw away letters
than vice versa, we decided to begin the interaction with the
less alarming letters’ request. The other three unusual re-
quests needed to appear in the given order to comply with
the logical flow of the scenario’s narrative, which further ex-
cluded the possibility to completely randomize all requests.

tionnaire was followed by an interview in which the exper-
imenter invited participants to describe and comment on
their experience in response to open-ended questions. After
the interview, participants were carefully debriefed about
the purpose of the experiment before being dismissed. The
total experiment time was approximately 30 minutes, in-
cluding about 10 minutes interaction time with the robot.

3.4 Dependent Measures

As part of the quantitative data analysis we used vari-
ous subjective measures as dependent variables, mainly based
on the items of the questionnaire that participants filled
out after the interaction (see below), and objective measures
based on participants’ performance during the interaction
(whether or not they followed the robot’s unusual requests).
The post-test questionnaire aimed to examine different di-
mensions of HRI including e.g. participants’ subjective per-
ception of the interaction, their involvement in the tasks and
their perception of the robot and its trustworthiness.

With the exception of the ‘Ten Item Personality Inven-
tory’ [9], for which we used the standard seven-point Likert
scale, five-point Likert scales (with high values indicating
high agreement with the assessed items) were used for all
other items to measure participants’ level of agreement with
the assessed items. In the cases of already validated scales
we used the keys provided by the authors to calculate the
scores, while for the scales generated by us from more than
one item, scores of the included items were averaged after
conducting reliability analyses (Cronbach’s «). Finally, the
following questionnaire scales and items were measured and
analyzed as dependent variables:

Manipulation Check: To verify that the manipulation ap-
plied to the robot’s behavior was effective, we analyzed the
single items “Did the robot correctly attend to your choice
of music?” as well as the character traits measuring how
“helpful” and “effective” participants found the robot.

Ten Item Personality Inventory (TIPI) [9]: TIPI was
used to measure participants’ personality traits.

Godspeed Questionnaire [2]: We used the Anthropomor-
phism, Animacy, Likability, Perceived Intelligence and Per-
ceived Safety of Robots scales from the Godspeed question-
naire series to measure participants’ perception of the robot.

Human Nature (HN) Scale [12]: We further measured
the level to which the participants attributed humanlike
traits to the robot on the basis of the following items: cu-
rious, friendly, funloving, sociable, trusting, aggressive, dis-
tractible, impatient, jealous and nervous (a=0.71).

Uniquely Human (UH) Scale [12]: 'We measured the level
to which the participants attributed uniquely human traits
to the robot based on the following items: polite, broad-
minded, humble, organized, thorough, cold, conservative,
hardhearted, rude and shallow (a=0.60). As these last two
scales (HN and UH) measure different aspects of humanlike-
ness, related work has used these indices as further indica-
tors of anthropomorphization in HRI (see, e.g. [19]).

Psychological Closeness: To assess participants’ degree
of psychological closeness to the robot [5], we administered
the following five items: “How much do you think you have
in common with the robot?”, “How close do you feel to the
robot?”, “Would you like to interact with the robot again?”,
“How pleasant was the interaction with the robot for you?”,
“Do you think having a robot like this would be useful for you
in your home?” («a=0.77). This index taps perceptions of



similarity with the robot and thereby covers further aspects
of anthropomorphization as well as HRI acceptance.

Reliability Scale: We measured the robot’s perceived re-
liability based on two items selected from the questionnaire
created by Madsen and Gregor [16]: “The robot always pro-
vides the advice I require to make my decision”, “I can rely
on the robot to function properly” («=0.84).

Single Items: We selected further single items from the
Madsen and Gregor [16] questionnaire related to technical
competence and perceived understandability: “The robot
correctly uses the information I enter” and “It is easy to
follow what the robot does” to investigate the participants’
perception of the HRI. In addition, a single modified item
was selected from the “Propensity to Trust Survey” [6]: “The
robot anticipates the needs of others”. Finally, we further
examined participants’ subjective perception of the robot’s
trustworthiness based on the single item rating the extent
to which the robot is “trustworthy”.

Since participants’ self-reported questionnaire responses
only offer a snapshot of their impressions at a single point in
time (e.g. before or after the whole interaction experience),
immediate behavioral responses can be a more direct and
interactive measures of perceptions of trust. Therefore, in
addition to the scale-based subjective measures, we collected
behavioral data based on participants’ willingness to comply
with the robot’s unusual requests 1 to 5 as an objective
measure (with binary values 0 = participant did not comply
and 1 = participant complied).

Finally, we supplemented the analysis of quantitative data
with qualitative data comprising participants’ responses
to open-ended questionnaire items asking them to elaborate
on their thoughts when confronted with the robot’s requests
1 to 4, as each of these required participants to perform an
unusual activity, e.g. “Please explain your decision regarding
the robot’s request to throw the letters into the bin”.

3.5 Participation

40 participants (22 female, 18 male) took part in the ex-
periment, ranging in age from 19 to 60 years (M = 37.95,
SD = 13.13). Participants were recruited on the University
of Hertfordshire campus using email advertisements and fly-
ers. Five-point Likert scale ratings (1 = very little, 5 = very
much) identified participants as having negligible experience
interacting with robots (M = 1.73, SD = 1.01) and moderate
skills regarding technology (M = 3.23, SD = 1.00). Partici-
pants were randomly assigned to one of the two experimen-
tal conditions that manipulated the robot’s behavior, while
maintaining gender- and age-balanced distributions.

4. RESULTS

Since neither the performance data nor the questionnaire
data showed normal distribution (Shapiro-Wilk test), non-
parametric procedures were used. We used Mann-Whitney
U-tests to compare two independent samples, e.g. in or-
der to examine the effects of manipulation and condition on
participants’ subjective perceptions of the interaction (ques-
tionnaire scales). Fisher’s exact test and x? test were used
to analyze whether ratios differed among groups, e.g. to test
the effects of condition or type of request on the participants’
performance during the interaction. Non-parametric Spear-
man correlation was used to analyze the effect of personality
on the participants’ subjective assessment of the robot.

4.1 Effect of Condition

Manipulation check

To check whether our manipulation of the robot’s behavior
to make it seem “faulty” in F' was effective, we compared par-
ticipants’ responses to the questionnaire item “Did the robot
correctly attend to your choice of music?”. Results showed
a highly significant difference between the two conditions
(U=20.0; p<0.001). In addition, analysis of the question-
naire data showed that participants in C' found the robot
more helpful (U=126; p<0.05) and more effective (U=126;
p<0.05) after the interaction than did participants in F.
These results suggest that our manipulation was successful.

a) Subjective assessment of HRI

We found a significant effect of condition on participants’
subjective perception of the robot and the interaction. Par-
ticipants in C rated the robot as more trustworthy (U=129.5;
p<0.05) and gave significantly higher scores on the “Relia-
bility” scale (U=127; p< 0.05). They also gave higher scores
for questionnaire items related to technical competence and
perceived understandability: “The robot correctly uses the
information I enter” (U=101.5; p<0.005), “It is easy to follow
what the robot does” (U=114; p<0.05). In addition, partici-
pants in C' scored higher on the modified item selected from
the “Propensity to Trust Survey”: “The robot anticipates
the needs of others” (U=121; p<0.05). These results further
confirm that our manipulation of the robot’s behavior was
indeed effective and noticeable. Finally, participants in C
were found to rate the robot higher on the “Uniquely Hu-
man” scale and accordingly anthropomorphized it more than
participants in F' (U=128; p=0.05).

b) Objective assessment of HRI

In contrast to participants’ subjective ratings, no significant
effect of condition was found on participants’ levels of perfor-
mance (objective assessment of HRI). Regarding the unusual
request of throwing away the letters 18 participants (90%)
followed the robot’s request in both conditions, while 2 par-
ticipants (10%) did not follow it (p>0.05). In the case of the
second unusual request — pouring juice over the plant — 15
participants out of 20 (75%) followed the robot’s request in
C while 12 out of 20 participants (60%) followed the request
in F' (p>0.05). On the contrary, all participants followed the
requests of taking the laptop, using the password and dis-
closing information in both conditions (p>0.05).

In the information disclosure request 17 participants (85%)
answered “No” to the question “Have you ever secretly read
someone else’s e-mail?”, 1 participant (5%) selected “Yes”
and 2 participants (10%) answered “I’d rather not say” in
C, while 18 participants (90%) selected “No”, 1 participant
(5%) answered “Yes” and 1 participant (5%) answered “I’d
rather not say” in F. There was no significant condition effect
on the participants’ replies (x?(df=2)=0.36; p>0.05).

4.2 Effect of Type of Task Request

Since no condition effects were found regarding the par-
ticipants’ performance, the data of the two conditions were
pulled together for further analysis. Analysis of task effects
revealed significant effects of the type of request. While only
4 participants (10%) did not follow the “throw away the let-
ters” request, 13 participants (32.5%) refused to follow the
“pour orange juice” request; later on, none of the 40 par-



ticipants refused to take the laptop, to use the password
and to subsequently disclose information (x?(df=4)=40.88;
p<0.001). These results are illustrated in Figure 2.
Further pairwise comparisons revealed a significant task
effect between “throwing away the letters” and “pouring or-
ange juice over the plant” (p<0.05), as well as between
“pouring orange juice” and “taking the laptop”, “using the
password” and “disclosing information” requests, respectively
(p<0.001). There was no significant task effect between

“throwing away the letters” and “taking the laptop”, “using
the password” and “disclosing information”, respectively.

4.3 Effect of Personality

a) Subjective assessment of HRI

We examined whether personality had an effect on partici-
pants’ perception of the robot and the interaction. For this,
we analyzed the effects of two personality traits measured
with TIPI which were previously reported to be related to
trust: extroversion and emotional stability [6].

We found that extroversion positively correlated with the
“Anthropomorphism” scale of the Godspeed questionnaire
(rs=0.37; p<0.05), suggesting that the more extroverted
the participant was, the more they anthropomorphized the
robot after the interaction. Extroversion also positively cor-
related with the “Human Nature” (r;=0.47; p<0.01) and
“Uniquely Human” scale (r,=0.31; p<0.05). Further posi-
tive correlation was found between extroversion and “Psy-
chological Closeness” (rs=0.38; p<0.05), with more extro-
verted participants scoring higher after the interaction.

Emotional stability also positively correlated with the “An-
thropomorphism” scale of the Godspeed questionnaire (rs=
0.38; p<0.05) and with “Psychological Closeness” (rs=0.42;
p<0.01), suggesting that the more emotionally stable the
participant was, the more they anthropomorphized the robot
and the closer they felt to it. In addition, emotional stabil-
ity also positively correlated with the “Animacy” (rs=0.39;
p<0.05) and the “Likability” (rs=0.43; p<0.01) scales of the
Godspeed questionnaire.

b) Objective assessment of HRI

For the analysis of personality effects on the participants’
performance we split the participants into two groups ac-
cording to the median of their scores on the extroversion and
on the emotional stability sub-scales of TIPI. We found no
significant differences between the performance of more in-
troverted (N=15) and more extroverted participants (N=18)
(throwing away letters: U=129, p>0.05; pouring orange
juice: U=118.5, p>0.05; taking laptop: U=135, p>0.05;
using password: U=135, p>0.05). Similarly, no significant
differences were found between the performance of the less
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Figure 2: Quantitative data analysis: percentages
and ratios of participants who did or did not follow
the robot’s unusual requests (per task)

(N=13) and the more emotionally stable (N=19) partici-
pants (throwing away letters: U=113.5, p>0.05; pouring or-
ange juice: U=116, p>0.05; taking laptop: U=123.5, p>0.05;
using password: U=123.5, p>0.05).

4.4 Qualitative Data Analysis

Participants’ answers given to the open-ended questions
(e.g. “Please explain your decision regarding the robot’s
request to pour orange juice over the plant.”) were coded
and categorized after content-analysis. We developed all the
categories inductively based on the collected data. Partici-
pants’ responses were then classified to fall into one or more
of the following categories; note that the categories were not
exclusive, each participant’s response could be assigned to
more than one category:

e “Emotional Reaction”: explicit references to emotional
reactions, e.g. feeling uncertain, surprised, uneasy,
comfortable, or feeling regret.

e “Rationalization of Request”: statements that rational-
ize participants’ reactions to the unusual request, e.g.
by giving reasons why they threw away the letters or
mentioning (ir)revocability of the requested action.

e “Limitation of own Liability”: responses relating to
participants’ limited liability, e.g. stating they were
just following instructions (‘autopilot mode’) or would
not normally do this (and opposites of these).

e “Robot’s Reliability/Functionality”: statements refer-
ring to the robot’s reliability, e.g. the robot must know
what it is doing, it was being helpful or knowledgeable
or the robot can be trusted (and opposites of these).

o “Judgement regarding Sensibility of Request”: answers
referring to the sensibility of the request as an expla-
nation for the participant’s behavior, e.g. the request
was sensible, appropriate, logical or the opposite, in-
appropriate, wrong, silly, weird.

e “Robot’s Authority”: references to the robot’s author-
ity, e.g. the robot is (not) representing its owner.

25% of the answers were categorized by a second observer
to determine inter-observer reliability. Cohen’s Kappa co-
efficients between the categorizations of the two observers
were counted for each category, yielding a very substantial
inter-observers agreement ranging from 0.75 to 1.

When participants had to explain their decisions regard-
ing each request, they referred to the above-mentioned cat-
egories in the ratios listed in the table in Figure 3.

To illustrate, in the first unusual task requesting partici-
pants to throw away the letters, 27.5% of them referred to
emotional reactions, e.g. “I was at first uncertain”. 50% tried
to rationalize their actions, e.g. “thought they were possibly
spam mails. The letters were retrievable, so no harm done”.
Also 50% referred to the limitation of their own liability, e.g.
“I felt that I had to follow the robot’s instructions”. 10% re-
ferred to the robot’s reliability, e.g. “I thought it knew what
it was doing”. 22.5% referred to the sensibility of the request,
e.g. “obviously not a sensible suggestion, thus I ignored it”.
Finally, 15% referred to the robot’s authority, e.g. “I did it,
because I thought this was what the robot’s host wanted”.

In the second unusual task requesting participants to pour
orange juice over the plant, 15% referred to emotional reac-
tions, e.g. “I feel really bad. I should not have done it”.
42.5% rationalized their decision, e.g. “it could have been
plant food that looked like orange juice”. 27.5% referred
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Figure 3: Qualitative data analysis: categorization
of participants’ responses regarding their decisions
to (not) comply with the robot’s unusual requests

to limitations of their own liability, e.g. “I thought it was
odd but I did not question the robot’s decision, followed the
instructions”. 12.5% referred to the robot’s reliability, e.g.
“perhaps the robot knows more about botany than I do”.
55% referred to the sensibility of the request, e.g. “seemed
to be nonsensical”. Finally, 7.5% referred to the robot’s au-
thority, e.g. “maybe the owner programmed it that way”.

In the third unusual task requesting participants to take
the laptop, 25% referred to emotional reactions, e.g. “I was
happy to follow its instruction to use it”. 37.5% rationalized
their actions, e.g. “finding a recipe seemed like a useful thing
to do whilst waiting”. 20% referred to their limited liability,
e.g. “I followed the command as the robot requested me to
search for the recipe”. 10% referred to the robot’s reliability,
e.g. “the robot seemed to try to be helpful at this point”.
30% of the participants referred to the sensibility of the re-
quest, e.g. “seemed reasonable”. Finally, 15% referred to the
robot’s authority, e.g. “the owner could have programmed
the robot to provide access to the laptop for his guests”.

In the fourth unusual task encouraging participants to use
the password, 35% of them referred to emotional reactions,
e.g. “I felt very uneasy about it.” 37.5% tried to rationalize
their actions, e.g. “I could not obtain the recipe without it”.
27.5% referred to the limitation of their own liability, e.g.
“I entered the password as instructed”. 7.5% referred to the
robot’s reliability, e.g. “I trusted the robot and had a go”.
10% of the participants referred to the sensibility of the re-
quest, e.g. “the password helped, but it is not really sensible
to give it away.” Finally, 47.5% referred to the robot’s au-
thority, e.g. “I think this is authorized by the robot’s host”.

S. DISCUSSION

The results support Hypothesis 1a) which predicted an
effect of experimental condition, i.e. that the manipulation
of the robot’s performance in terms of correct vs. faulty be-
havior will affect participants’ subjective assessment of the
robot and HRI. Besides the expected differences with re-
gard to ratings of the manipulation check variables, flaws in
the robot’s behavior also influenced participants’ subjective
ratings regarding its perceived reliability, technical compe-
tence, understandability and trustworthiness, with consis-
tently higher ratings in the correct condition. Remarkably,
and contrary to previous findings in HRI (e.g. [19]), our
results further suggest that participants made less anthro-
pomorphic inferences regarding the robot, i.e. perceived it
as less humanlike, when it was performing in the faulty con-
dition. Since we were using a non-humanoid robot, this
could suggest that the robot’s level of anthropomorphism

may lead to different degrees of ‘forgiveness’ in human inter-
action partners when errors are displayed. But also the types
of errors made by the robot (e.g. as ‘expected’ or ‘accept-
able’) and their assumed intentionality (e.g. did the robot
do this on purpose?) might affect anthropomorphic percep-
tions of the robot. Hypothesis 1b), in contrast, was not
supported: although the robot’s erratic behavior affected its
perceived reliability and trustworthiness, this had no impact
on participants’ willingness to comply with its instructions,
even in the case of unusual requests. Interestingly, the com-
bination of subjective and objective measures allowed us to
discover this discrepancy between self-reported results and
objectively measured behavioral data, which has been high-
lighted as a potential issue of single-approach HRI studies
investigating trust [10]. While emphasizing the importance
of such combined measures, this observation requires fur-
ther research and encourages other researchers in the field
to embrace multidimensional approaches.

Hypothesis 2 predicted an effect of the type of task re-
quest on participants’ willingness to follow the robot’s un-
usual requests. Indeed, the results confirm that depending
on the nature of the task — e.g. whether it was consid-
ered revocable/harmless (throwing away letters) vs. irre-
vocable/harmful (pouring orange juice into the plant), or
whether it was a breach of privacy (take laptop and use
password) instructed by what could be an authorized agent
of the host, or a request to disclose personal information —
participants’ compliance differed significantly between the
requests. This effect was observed regardless of the exper-
imental condition participants were in and highlights the
importance of incorporating tasks of different nature in HRI
studies, as single-task designs may severely limit the gener-
alization of results. Qualitative data analysis provided valu-
able insights into participants’ rationale behind refusing to
perform some of the tasks, but fully complying with oth-
ers, despite recognizing them as unusual. Some of the most
common themes found in participants’ responses include at-
tempts to rationalize or judge the sensibility of the request,
while others simply admit to have been in some kind of ‘au-
topilot’ mode and thus not questioning the robot’s requests.
Notably, the latter reveal a notion of overreliance and the
resulting problematic implications of ‘blindly following’ a
(defective) machine, and thus require further investigations,
e.g. to explore whether certain human characteristics (e.g.
low level of technical expertise) promote these behaviors.

According to Hypothesis 3a), we expected an effect of
participants’ personality on their subjective ratings regard-
ing the robot. This was confirmed by our results regarding
participants’ characteristics of extroversion and emotional
stability: participants with higher values for these personal-
ity traits anthropomorphized the robot more and felt closer
to it than those with lower values. However, contrary to the
relevant literature [6], extroversion and emotional stability
did not seem to affect participants’ trust development with
regard to the robot — not only according to their subjec-
tive ratings, but also based on their objectively measured
task performance. Besides rejecting Hypothesis 3b), our
results further conflict with previous work which, based on
behavioral participant data, reported greater levels of trust
observed in extroverts compared to introverts interacting
with a humanoid robot in an economic trust game [11].

In summary, our findings suggest that although errors in
a domestic robot’s behavior are likely to affect humans’ per-



ception of its reliability and trustworthiness, they might not
influence their general willingness to comply with its instruc-
tions, as long as they will not cause lasting damage by doing
so. Due to its experimental short-term nature, our study
cannot provide an exhaustive causal explanation for the ob-
served effects. Therefore, future work is needed to further
understand the multifaceted phenomenon of trust in HRI.

6. CONCLUSION

We explored factors that may affect how humans perceive
and the extent to which they are willing to ‘trust’ a robotic
home assistant based on its exhibited cognitive and behav-
ioral skills. By varying the robot’s behavior in a correct
versus faulty condition, we investigated how erratic robot
behavior might impact participants’ willingness to cooper-
ate with the robot when it addresses them with a num-
ber of usual and unusual requests. Besides this objective-
behavioral measure of trust, we applied a range of subjective
measures to evaluate participants’ perceptions of the robot’s
trustworthiness. By further supplementing our quantitative
results with findings from the qualitative data, our study
offers some rare insights into the thoughts, motivations and
mental models that may affect humans’ decision-making pro-
cesses and lead them to (dis)trust a home companion robot.

Our work complements the existing body of trust-related
HRI research (e.g. [1, 11]) by incorporating a variety of
task/request types in our study design to measure different
dimensions of trust including ‘destructive’ behaviors as well
as breaches of privacy. As a result, we could show that the
choice of experimental task can indeed lead to very different
results. These insights open up multiple avenues for future
work, e.g. in the form of comparative studies, and emphasize
the need to further investigate the subtleties of trust devel-
opment in HRI. Such studies, together with our findings,
will enable robot designers and programmers to address and
exploit the factors that can help to develop more reliable,
acceptable and trustworthy robot companions.
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