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Abstract. The formation of the UV OH spectral lines has been investigdbr a range of stellar parameters in the light of
3D hydrodynamical model atmospheres. The low atmosphampératures encountered at low metallicities compareutivet
radiative equilibrium values enforced in classical 1D logiatic model atmospheres have a profound impact on the 1@H li
strengths. As a consequence, the derived O abundances3zimpdels are found to be systematically lower by more than
0.6 dex at [Fe/H}= —3.0 compared with previous 1D analyses, casting doubts on tentelaims for a monotonic increase
in [O/Fe] towards lower metallicities. In fact, taken atdaealue the resulting 3D LTE trend is in rough agreement with t
conventional [O/Fe] plateau. Caution must, however, beoised in view of the remaining assumptions in the 3D calouta.

We have verified that the stellar parameters remain esfigntiechanged with 3D model atmospheres provided that tharied

flux method A7er < 20 K), Hipparcos parallaxesXlogg < 0.05) and Fal lines (A[Fe/H] < 0.1 dex) are utilised, leaving
the 3D O abundances from OH lines largely intatf©/H] < 0.05dex). Greater concern stems from possible departures
from LTE in both the line formation and the molecular equiliimn, which, if present, would increase the derived O abunda
again. Non-LTE line formation calculations with 1D modeiatspheres suggest no significant steepening of the [O/&&] tr
even if the abundance corrections amount to about 0.2 deallfavestigated stellar parameters. We note, howevet,ttiea
3D case may not necessarily be as metallicity-independéwmt.apparent lack of laboratory or theoretical rate coeffits at
the relevant temperatures for the involved molecular reastunfortunately prevents a quantitative discussiorherpbssible
effects of non-equilibrium chemistry.
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1. Introduction elements Li, Be and B are produced through cosmic ray spal-

) ) ) ) lation of C, N and, most importantly, O with protons ane
Oxygen is the third most abundant element in the Universe afbarticles. Thus, a proper understanding of the oxygen abun-

hydrogen and helium. Besides being relatively common, 0X¥ances of stars of different metallicities is required iderto
gen has also attracted a great deal of attention due to Mp%terpret the evolution of the light elements.

role in galactic and stellar evolution. Since oxygen is prad
inantly produced in connection with core collapses of massi
stars (type Il supernovae, SNe II) while iron is also forged d
ing accretion-induced collapses of white dwarfs (type zesu
novae, SNe la), the abundance ratio of these two element
different cosmic epochs give important insight to the form&

tion and evolution of the Galaxy, as well as constraining t . _ i .
physics of supernovae. The amount of oxygen in stars can aé% with disparate results. The forbidden ijdines at 630.0

significantly influence the nuclear energy production arel tﬁmd 636.3nm in metal-poor giants suggest a “ea”Y flat platea
opacities, which affects stellar evolution. As a consegeethe at[O/Fe}~ 0.4 ]‘or [Fe/H]_S ~1.0(eg. Bgrbuy 1988; Sneden
dating of globular clusters depend on the stellar oxygen S al. 1991) while the (Dt_nplet at7ii nmin metal—poordwarfs
tent: an increase of the oxygen over-abundance [(ﬂ/ﬁe]n and s_ubglants tend_ t(.) imply systematically higher _vgl_ués, °
+0.3 t0 +1.0 introduces an about 2 Gyr lower age of the OIGI_en with a monotonic increase towards lower metalliciteg (

s Abia & Rebolo 1989; Israelian et al. 1998, 2001; Boesgaard et
est clusters (VandenBerg & Bell 2001). Additionally, thghl al. 1999; Carretta et al, 2000).

Following the first indication of an oxygen over-abundance
relative to iron ([O/Fe]> 0) in metal-poor stars (Conti et al.
1967), a great number of studies have been devoted to quan-
éifgtthis enhancement. Although all agree on its existetioe,
mount of the over-abundance is hotly contested. Varioys ox
en diagnostics in different types of stars have been applie

Send offprint requests to: e-mail:mar t i n@st r o. uu. se All oxygen criteria have their pros and cons, which influ-
! The abundance ratios are defined by the customa@pnce the conclusions. The forbidden lines are immune to de-
[X/Fel=log(Nx /Nre)« — log(Nx /Nre)o partures from local thermodynamic equilibrium (LTE) (cisd
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cussion in Kiselman 2001) but the lines are very weak at losempared with classical 1D model atmospheres. As a con-
metallicities, in particular in unevolved stars where thatfire sequence, analyses of temperature sensitive spectratdeat
becomes undetectable for [Fe/H]—2.0 (Nissen et al. 2001). can be suspected to be systematically in error if relying on
Furthermore, concerns regarding the primordial naturénef t1D model atmospheres. In particular, Asplund et al. (1999a)
oxygen in field giants have been voiced as mixing of nuclearautioned that oxygen abundances of metal-poor starsederiv
processed material may pollute the surface, as evidentitymérom 1D studies of OH lines may be strongly overestimated
globular cluster giants (e.g. Langer et al. 1997). Thei@let due to the extreme temperature sensitivity of molecule &rm
on the other hand is more easily discerned in metal-poorfdwaiion. The aim of the present paper is to quantify this suspici
but also more susceptible to departures from LTE (cf. Kisglmin terms of O abundances and investigate other possible sys-
2001 and references therein) and inhomogeneities intestluéematic errors which may hamper the 3D analysis of OH lines.
by stellar granulation (Kiselman & Nordlund 1995) than thBreliminary results have been presented in Asplund (2001).
[O1] lines. The high excitation potential of theiQines also

make them vulnerable to errors in the effective temperature

(T.). Additionally, an often overlooked source of confusio®. 3D hydrodynamical model atmospheres

Is the stellar Fe abundances, which should be self-consigte oo oyigic ap initio 3D, time-dependent simulations of stel-

computed in order to obtain reliable [O/F¢] ratios. Finadyen IaL surface convection form the foundation for the present
[

the question of _the absolute solar oxygen abundance s Sst{ dy. The same incompressible radiative hydrodynamazig ¢
ncc))/thettletq, Igavmg th? fundr?megtal reference point feifest which previously has been applied successfully to studiss-o
[O/F€] ratios |_nsecurey a.mc ored. ) lar (e.g. Stein & Nordlund 1998; Asplund et al. 2000a,b) and

_ An attractive alternative to the Cand [O1] lines are pro- gtejjar granulation (e.g. Asplund et al. 1999a, Allendesfri
vided by the molecular OH electronic transitions in the U\ 51 2001- Asplund et al., in preparation) has here beed use
(Bessell et al. 1984, 1991; Nissen et al. 1994). In fact, &f construct sequences of 3D model atmospheres with vary-
[Fe/H] ~ —4no substitute for the OH lines as the prime 0xygegq stellar parameters. The equations of mass, momentum and
diagnostic is available. Therefore the OH spectral line@r onergy conservation together with the simultaneous tresatm
tion must be properly understood when attempting to prode s the 3p radiative transfer equation have been solved on a

earliest epochs of the Galactic evolution for example t@idegerian mesh with 100 x 100 x 82 gridpoints. The physical di-

tify the nucleosynthetic fingerprints of the elusive Pofiol  ensions of the numerical grid were sufficiently large togrov

Il stars (e.g. Karlsson & Gustafsson 2001). Recently disaz many ¢ 10) granules simultaneously. The depth scales have
etal. (1998, 22001) z;md Boesgaard et al. (1999) have analygedy optimized to provide the best resolution where it istmos

the UV OH (A’ - X°1I) lines in stars down to [Fe/H} —3.3 haeqed, i.e. in those layers with the steepest gradiengsrirst

with high S/N and resolution spectra and have found a list 4747 and d7/dz2, which for the solar-type stars occurs
ear trend in [O/Fe] vs [Fe/H] with a slope of about).4ﬁ, around the visible surface.

in stark conflict with the [Q] results. If confirmed, these re-
sults would have far-reaching consequences, as outliradab
The situation is complicated, however, by recent studigh®f

OH vibrational-rotational lines in the infrared (IR), whisug-

Special care has been exercised to include the most appro-
priate input physics. In particular, state-of-the-art atipn-of-
state (Mihalas et al. 1988), which includes the effects oiza-

. ) C tion, excitation and dissociation of the most importaninago
gest a nearly flat [O/Fe] in agreement with theiJ@ndings and molecules, and relevant continuous (Gustafsson e32h 1
(Balachandrar? et a!. 200%; M-elendez etal. 2001). with subsequent updates) and line (Kurucz 1993) opacities

As all previous investigations have been based on 1D hysye peen employed. During the convection simulations, the
drostatic model atmospheres, one may worry about possigl§ raiative transfer is solved for in total eight inclineys un-
systematic errors introduced by the inherent assumptionsg@, ihe simplifying assumptions of LTES{ = B,) and group-
the analyses. Recently the first 3D hydrodynamical model ?ﬁ'g of the opacities into four bins (Nordlund 1982). At regu-
mospheres of metal-poor stars have been constructed @spliy intervals during the simulations, the accuracy of thaaity
etal. 1999a), which have very different temperature Stnest pinning technique is verified by solving the full monochrdina

radiative transfer (about 2700 wavelength points) in tfeD1.
approximation, i.e. treating each vertical column as a sepa

gives a slope of-0.40 £ 0.04 and—0.36 - 0.04 for the King (1993) rate 1D model atmosphere and ignoring all horizontal ragiat

and Carney (1983].g-scales, respectively. Similarly, the publishearans_fer eﬁ_ects. Further deta|I§ on the numerical procesiaf
results of Israelian et al. (1998) are consistent with aestrfp-0.38+  the simulations may be found in Stein & Nordlund (1998).

0.07, which becomes-0.37 =+ 0.06 when also including the new OH  For the present purpose, two sequences of 3D model at-
data in Israelian et al. (2001). For simplicity we here adoptope of mospheres have been constructed. The first series of mod-
—0.40 but emphasize that the exact value only has a marginal effgds (here: the solar sequence) correspond to the Byn £

on our results. It should be noted that the values given irtlggnal 5800 K E logg = 4.44[cgs]) but with a range of metallicities
references are slightly smaller due to the combination ofadH Oi
results (Boesgaard et al.) and restriction to stars wittHFe. —1.0 3 Since the entropy of the inflowing gas at the lower boundasy ha
(Israelian et al.). When also considering the non-LTE itesfar Fel  replacedl.g as an independent input parameter in 3D convection sim-
by Thevenin & Idiart (1999), the slopes decrease by abot (Kihg ulations, the resultind.« varies slightly in time due to the evolution
2000; Israelian et al. 2001), but cf. discussion in .5.4 of individual granules. In order to obtain a specific temfigraver-

2 When restricting to the OH-based results and taking tha®ino
both [Fe/H] and [O/Fe] into account, the Boesgaard et aP9) @ata
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Table 1. Details of the 3D hydrodynamical model atmospheres Although the details of the convection properties of the
present and other simulations for late-type stars will be de

< T >* logg [Fe/H] x,yz-dimensions tinfe scribed elsewhere (Asplund et al., in preparation), thetimos

K] [cgs] [Mm] [min] portant metallicity effects on the resulting photosphsticic-
5767 £21 444 100 6.0%6.0x3.7 50 tures are briefly discussed here in ord_er to unde_rstand the im
5822+ 11 444  —1.0 6.0%6.0%3.7 50 pact of the 3D models on the spectral line formation of the OH
5837+ 8  4.44 —2.0 6.0x6.0x3.7 40 lines. While the temperature remains close to the radiatiusé-
5800 £8  4.44 —3.0 6.0X6.0x3.7 40 librium value at solar metallicities and mild metal-defivdges
6191 +37 4.04 +0.0 21.4x21.4x8.7 60 ([Fe/Hlz —1.0), the temperature in the outer layers depart sig-
6180 £20 4.04 -1.0 21.4x21.4x8.7 60 nificantly from it at lower metallicities (Asplund et al. 198).
6178 =17 4.04 —-2.0 21.4x21.4x8.7 60 The temperature in this optically thin region is determifrech
6206 +15 4.04 3.0 21.4x21.4x87 60 a competition between adiabatic cooling and radiativeihgat

% The temporal average and standard deviation of the emerfgent The latter mechanism arises Wh(?n continuum photons release
of the different convection simulations a_lt _d_eeper layers are reabsorbe(_zl in spectral Iln_es. At s_@zl_tiﬂm
> The time coverage of the part of the simulation used for tleesp liCities the abundant spectral lines succeed in providing s
tral line calculations, while the full convection simutats are ficient radiative heating to balance the adiabatic coolind a
much longer extending over several convective turn-oveeti keeping the average temperature close to the radiative equi
scales librium expectation. At progressively lower metallickiethe
available spectral lines become fewer and weaker, which al-
lows cooling to dominate more. As a consequence, balance is
not restored unless the temperature is much below the radia-
([Fe/H]= 0.0, —1.0, —2.0 and—3.0), while the second sulite tiye equilibrium value. Thus, in hydrodynamical model atmo
(here: the turn-off sequence) correspond to typical tifstars  spheres spectral lines have the opposite effect compaiied to
(Tesr ~ 6200K, log g = 4.04[cgs]), again with varying metal hydrostatic model atmospheres which enforce radiative-equ
content ([Fe/HE 0.0, —1.0, —2.0 and —3.0). Some details |iprjum: spectral lines cause surface heating. The effects of the
of the simulations are given in Tabjg 1. The individual elgower temperatures are first visible at the outermost lagets

mental abundances have been taken from Grevesse & Sagygle towards deeper layers at progressively lower meitallic
(1998) scaled appropriately to the relevant [Fe/H] witharo tjes.
e!ement_enhancements. As long as the comparison is SmCt.IyWhen viewed as a function of optical depth instead of ge-
differential between the 3D and 1D model atmospheres as in _, . :

o : ometrical height, the low surface temperatures are less pro
our case the omission of-element enhancements will be neg- . o .
ligible for the spectral line formation. The initial snajsé for nounced since the temperature sensitivity of the contiauou

9 P ' opacities partly hides the effect (Asplund et al. 1999aj€epb

the simulations were taken from simulations of lower numer- . . .
temperatures also imply smaller opacities and opticaltdept

ical resolution (50x50x82), which had been run sufficientl ) L
. . - evertheless the low temperatures reach typical line-fogm
long times to allow thermal relaxation and a statisticalBesly ; .
regions at low metallicities. Furthermore, the cool ousey-|

state at the wantefl.¢ to be established. The initial snapshots - . .
. . . ers shift the whole line formation outwards for temperature
for these lower resolution runs in turn were obtained from a_ . . :
. . : : sensitive features such as molecular lines. For example, at
previous solar simulation (Stein & Nordlund 1998) scaled a

- . . Pog 500 = —3 the average temperature difference between 3D
propriately to the new stellar parameters using the expeeie
: ..~ and 1D models can reach 1000 K and thus have a profound ef-
from 1D hydrostatic stellar models and the entropy varratio

in 2D hydrodynamical model atmospheres (Ludwig et al. 199@;Ct on the lines sensitive to those layers.

Freytag et al. 1999). Classical 1D, hydrostatisrcs model Differences in the gas and electron pressures could also in-
atmospheres (Asplund et al. 1997) with identical input para flueénce spectral line formation. With the exception of souhe a
eters and chemical compositions as the 3D simulations h&ljaonal contribution from turbulent pressure in the cortie
been constructed to allow a differential comparison in tern@vershootregion around the visual surface, the total press

of spectral line formation. Whether 3D models indeed shouf¥!l approximated by the gas pressure in the photosphere for
be assigned the sanfiég as a corresponding 1D model atmol@te-type dwarfs. Since even in the 3D hydrodynamical model
sphere is investigated in Sect.]5.2 when comparing the pred€ photosphere is typically not too far from hydrostatiaieq
tions for the infrared flux method (IRFM) with the two types ofibrium, the pressure scale heighte = —(dlnP/dr)~" ~
models. Pyas/gp o< T and thus the resulting 3D pressure structure tend
to be lower than the corresponding 1D value at a given geo-
aged value for the emergefite, a careful and very time-consumingmetric height at low metallicities. Naturally, the loweniper-
fine-tuning of the inflowing entropy would be required. Sineeare atures have an even greater impact on the electron pressure.
only interested in a differential comparison between 3D #bdwe The lower gas and electron pressures in metal-poor 3D model

have not attempted to obtain exactly the sdlas for the individual atmospheres will affect mainly lines that are consideraaity
simulations and instead settled for values in reasonalobeirpity of  gansitive.

the targeted ¢, cf. Tableﬂ. Naturally, the comparison 1D model at-
mospheres have the sarfigr as the final 3D average to isolate the
granulation effects from differences in input parameters.
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3. Spectral line formation in 3D model drodynamical model atmospheres. For the 1D calculations, a
atmospheres microturbulence of 1.0knTs' has been assumed for the solar
and turn-off sequences; the choice of microturbulence,-how

The OH line calculations with the 3D hydrodynamical modelver, is only of some significance for the solar metallicitydn
atmospheres follow the same procedure as in other recentdfx while unimportant at low metallicities.

vestigations of the influence of granulation on stellar spec ) L ) .
troscopy (Asplund et al. 1999a,b, 2000a,b,c; Asplund 200a. The main advantage of limiting the comparison to a strictly
2001; Asplund & Carlsson 2001; Allende Prieto et al. Zoogfﬁerentlal study of the 3D and 1D predictions is that the un
Nissen et al. 2000, 2001; Primas et al. 2000). The 3D cdtertainties in e.g. the absolute transition probabiliteguiva-
vection simulations, which extend down to the essentiadly a €Nt Widths, blends, continuum placement, missing UV opac-
abatic layers well below the visible photosphere, wererintdli€S; Te-calibration and the solar oxygen abundance can be
polated to a finer vertical depth-scale although with theesar@dv0ided. As a consequence we are not able to determine ac-
number of depth-points to improve the numerical accuracqurateabsoI ute stellar oxygen abundances. Instead we only at-

the spectral synthesis. The average continuum opticahdefMPt to address the question of whether there are sysemati
range typically beyond logspy = 2 and above logsy, < ©Morsin analyses of the UV OH lines when relying on cladsica

—5, in order to minimize the influence from the artificial toptD> Model atmospheres. A star-by-star analysis of high guali

and bottom boundaries. Prior to the line transfer calontati OH Observations is left for a future paper.
the horizontal resolution was decreased from 100x100x 82

to 50x50x 82 to ease the computational burden; various tests

ensured that the procedure did not introduce any difference

in the spatially and temporally averaged line profiles. Fro
the full convection simulations, which cover several cantive
turn-over time-scales, representative sequences oftjpane
hour stellar time with snapshots every 30s were selected for o -

the spectral syntheses. In terms of derived oxygen abuedaniolecule formation is extremely temperature sensitivédag
the number of snapshots were sufficient to provide staityic @S the molecule in questionis a trace element for its atoarie ¢
significant results&logeo < 0.01 dex), as verified by test cal- stituents, which is the case for OH in the stars studied hEce)

culations with shorter time sequences. The mBayss for the conditions typical of the line-forming regions in the SU'I'Qet
shorter simulation sequences are given in Tgble 1. LTE number density of OHNow, is proportional to~ T

. o as estimated from our adopted equation-of-state and molecu
The spectral line formation in 3D model atmospheres was . N ) :
. ar balance routines. This high degree of non-linearity esak
performed under the assumption of LTE. Thus, the OH numbeér : ; .
. ) . .molecular lines very susceptible to errors in the adopted te
densities were computed from instantaneous moleculalilequi :
. N - erature structures of the model atmospheres. In pantj¢hia
rium and Saha ionization and Boltzmann excitation balanc:vsr different temoerature structures of tvpical conveti
The line source function was approximated with the Plandk”Y P yp WELtp

function (S, — B,). The applicability of these strong as_and downflows compared with classical 1D model atmospheres

sumptions is further investigated in Se 5_5 5 6 JHe (i.e. up- and downflows camot be represented by two theoret-

e - ical hydrostatic model atmospheres with differ@it:, since
molecular equilibrium was computed with scaled solar abun- X .

. : ranules have a much steeper temperature gradient than inte
dances with the exception of the oxygen abundance. The Ye-

moval of available oxygen atoms due to CO formation Waqsranular lanes), can be _s_uspecteq to S|gn|f|_cantly influémee
molecular number densities and line formation.

taken into account but the effect was found to be negligible.

Flux profiles were computed for two typical OH UV lines Under the assumption of LTE adopted hei&;y depend
(313.9 and 316.7nm) from solving the radiative transfer fanly on the instantaneous local temperature. In general the
in total 17 inclined rays (four-angles and foup-angles plus temperature contrast reverses in the convective overskoot
the verticaly = 1.0). The line transition data for the OH linesgion some distance above the continuum forming layers, i.e.
was taken from Israelian et al. (1998); we emphasize that igas above the warm, upflowing granules tend todmer than
differential 3D-1D comparison such as ours the exact clsoicaverage (e.g. Stein & Nordlund 1998). In particular in metal
of for example they f-values are not important. In additionpoor stars the horizontal temperature contrast is vergldug

we have included six of the Felines used by Nissen et al.to the weak coupling between the gas and the radiation field
(2001) in their study of [O/Fe] from the [@ line to quantify (Asplund et al., in preparation). In general the tempeestat

the corresponding impact on Fe abundances. The backgroth@lhigh atmospheric layers are very low but occasionably th
continuous opacities were calculated using the Uppsala-opaompression from converging gas flows or shocks can rise the
ity package (Gustafsson et al. 1975 with subsequent ugdatésmperature to the radiative equilibrium value or even abov
Since the Doppler shifts introduced by the convective viglocit. As a consequence, the UV OH LTE line strengths across
field are fully accounted for, no microturbulence or macrotuthe stellar granulation are expected to be stronger in tae-gr
bulence parameters enter the 3D line calculations (Aspéindules but with pronounced scatter when viewed nearly fage-on
al. 2000b,c¢). It is noteworthy that none of the various frae pas confirmed by the 3D line calculations (Fﬁb. 1). The splstial
rameters hampering 1D analyses (e.g. mixing length pararaed temporally averaged OH flux profiles are therefore styong
ters, micro- and macroturbulence) are necessary with 3D Hjased towards upflowing regions due to their higher contin-

T. 3D LTE oxygen abundances derived from UV
OH lines
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Fig.2. The predicted profile for the OH313.9nm line using
= the 3D hydrodynamical model atmosphere for Teff=5800K,
e logg=4.44[cgs], [Fe/H]=-3.0 with an adopted O abundance of
A logeo = 6.4 (solid line). In comparison the corresponding 1D
\ . . .
~ profile with the same abundance is much weaker (upper dashed
X line). Only with logeo = 7.05 (lower dashed line) is the 1D
= profile comparable in strength to the 3D profile. In no cases
g have extra broadening in the form of rotation or macroturbu-

lence been applied

12 14 16 1.8 Table 2. Comparison of the oxygen LTE abundances derived
Relative continuum intensity I1(x,y)/<I> with 1D hydrostatic and 3D hydrodynamical model atmo-
spheres. The 3D O abundances are those which reproduce the
Fig.1. The contribution to the equivalent widthy'\(x,y) - equivalent widths computed using a 1D model atmosphere, a
I (x, y) /(I°°"*), of the OH 313.9nm line across the stellamicroturbulence of;., = 1.0kms™! and the oxygen abun-
surface for the [Fe/H} 4-0.0 (Upper panel) and [Fe/HE —3.0  dances given in the fourth column
(Lower panel) models in the solar sequence as a function of the

relative continuum intensity§°™(x,y)/(I°™) at 313.9nm. 7.4 logg [FeH] logeoip logeosp  10geo.sp
The spatially resolved intensity profiles have been conmpute|K] [cgs] 313.9nnt  316.7 nnt
for 4 = 1.0. The horizontal and vertical dashed lines denot
the mean equivalent widths and continuum intensities with 3':2;2; 3:32 J_r(l):g 2:28 g:gg g:gg
model atmospheres, while the solid lines mark the corregpon g, 444 920 7.70 719 795
ing 1D predictions using the same O abundances as in 3D. Nokggg 444 3.0 710 6.44 6.52
that the here shown 3D calculations only refer to one snap191 4.04 400 8.90 8.80 8.82
shot each for the two models and not the whole simulation ses180 404 —1.0 8.30 7.97 8.00
quences 6178 4.04 -20 7.70 6.90 7.01
6205 404 -3.0 7.10 6.08 6.22
HM, int. 444  +0.0 8.90 8.69 8.72

uum intensities, steeper temperature gradients and largar HM, flux® 444 +0.0 8.90 8.64 8.69

coveragg]. 2 loggf = —1.76, Xexc = 0.76 €V (Israelian et al. 1998)
Typical resulting 3D and 1D line profiles are shown in Fig.> |oggf = —1.69, yexc = 1.11 eV (Israelian et al. 1998)

B, which clearly illustrates the influence of 3D models on the® Using the Holweger-Miiller (1974) 1D semi-empirical modé!

derived O abundances from UV OH lines at low metallicities. mosphere for the solar case instead of4rCs solar model, ei-

The much lower temperatures and larger concentration of OH ther using intensity or flux line profiles

molecules in the 3D model atmospheres of metal-poor stars re

sult in far stronger OH lines than with 1D model atmospheres

while the difference is much less accentuated at solar fivétal

ties, in accordance with the behaviour of the temperatoue-st

4 Note that the opposite is true for the OH pure rotationalsiire (Ures- Tabld]?2 lists the O abundances of the two OH lines for
the IR since these lines and their surrounding continuurfoaneed at  the two types of model atmospheres. The 3D O abundances are
significantly higher layers where the temperature conisatversed those which reproduce the equivalent widths computed using

relative to the visual continuum (cf. Figs. 1 and 7 in Kisetm&a 1D model atmospheres and an adopted [O4€]0.40-[Fe/H]
Nordlund 1995) trend (Israelian et al. 1998, 2001; Boesgaard et al. 1999). A
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less steep [O/Fe] trend would have resulted in slightly senal Table 3. Comparison of the iron LTE abundances derived with
granulation effects due to the shifting of the line-forratre- 1D hydrostatic and 3D hydrodynamical model atmospheres
gion inwards where the low temperatures in the 3D moddtem Fell lines. The 3D Fe abundances are those which re-
are less pronounced. Similarly, the impact of the 3D modeisoduce the equivalent widths computed using a 1D model at-
is greater for the OH 313.9 nm line than for the OH 316.7 nmosphere, a microturbulence&f,, = 1.0kms~! and the Fe
line in accordance with the lower excitation potential aargjér abundances given in the fourth column

line strength of the former. The in general larger granatati

corrections for the hotter models are in agreement withr theiT,g logg [Fe/H] logek,p logek, sp  Alogere
larger temperature differences and the high non-lineafithe  [K] [cgs]
OH line formation. 57 444  +0.0 7.50 748  —0.02
For completeness we have carried out an identical 3D-1[3g>> 4.44 —1.0 6.50 6.54 40.04
comparison for six Fe lines. The resulting granulation correc- 5837 444 20 5.50 5.60 +0.10
tions are listed in Tablf 3. As expected (Asplund et al. 1999a5890 444 -3.0 4.50 4.59 +0.09
the impact of 3D model atmospheres are relatively minor or$191 4.04 +40.0 7.50 7.49 —0.01
the Fall lines since they are formed in deep atmospheric layer§180 4.04 -1.0 6.50 6.52 +0.02
and therefore not sensitive to the low temperatures eneceaht 6178 4.04  -2.0 5.50 5.56 +0.06
in the upper layers in the 3D models. In terms of Fe abundanc@?%_ b 404 -3.0 4.50 4.57 +0.07
the difference between the 1D and 3D predictions amounts g™ It b 4.44 - +0.0 7:50 7.52 +0.02
< 0.1dex. HM, flux 444  +0.0 7.50 7.48 —0.02

The strong metallicity dependence of the abundance cof- The impact of 3D model atmospheres on the derived stellaalmet
rections has a profound impact on the use of UV OH lines as licities have been investigated for in total six IFdines (614.9,
O diagnostic in metal-poor stars and cast serious doubts-onr 623.8, 624.7, 641.7, 643.2 and 645.6 nm). In all cases the dif
cent claimed linear trends in [O/Fe] towards lower metallic ferent Fai lines give the same granulation corrections to within
ities based on 1D LTE analyses (Israelian et al. 1998, 2001; 0.03 dex. ) . N
Boesgaard et al. 1999). In F[g. 3 the average granulatioecor ~ USing the Holweger-Muller (1974) 1D semi-empirical modél
tions of the two investigated OH lines for the solar and tafi- tthSph?re .fotr th?tSOIafrl Ca?e 'nSteff.ild 0f&RCS solar model, ei-
sequences are shown, while Hib. 4 presents the final mean cor- er tsing Infensity oriixfine proties
rections of the differerf, g simulationsﬁ. The correction of the
1D LTE result due to the use of 3D model atmospheres is here
defined as relative to the solar calibration, i.e. the abnoela ture, as there still exist inherent assumptions and appraxi
differences in Tablf 2 are subtracted with the correspanelin fions in the present 3D analysis, most notably the use of in-
fect for the Sun since [O/Fe] ratios are studied. This praced Stantaneous molecular equilibrium and LTE radiative tiens
is similar to the common practice of determining astroptgisi (Sects[515 anfi §.6), besides of course the fact that notdirec
gf-values from the Sun, as was also the basis for the works @mparison with observations on a star-by-star basis hers be
Nissen et al. (1994), Israelian et al. (1998, 2001) and Basst made. Furthermore, the issues of possible missing UV opaci-
et al. (1999). For the Sun, two possible calibrations are pdi€s (Balachandran & Bell 1998; Bell et al. 2001) and stefier
sible using either the Holweger-Mller (1974) semi-erigair @bundances (Thevenin & Idiart 1999; King 2000, cf. Skc}) 5.4
model atmosphere or the theoretisgdRcs model as the 1D Must be addressed before safe conclusions can be drawn from
representation of the solar photosphere, yielding twoiptess OH lines regarding the [O/Fe] behaviour in metal-poor stars
3D trends in Figs[]3 anfj 4. The difference between the twéerefore, we here refrain from claiming accordance betwee
trends therefore simply reflects the difference in derivgar0  the UV OH and [Q] results and instead settle to point out a
abundances when relying on the two types of 1D model atn2SSible serious systematic error affecting recent 1Dyagal
spheres. It should be noted that the granulation corresfian ©f OH lines. As a result, the case for a continuous linear in-
Fell lines presented in Tab[g 3 anet included in Figs[J3 anfg 4, crease in [O/Fe] towards lower metallicities is seemingtcin
since the adopted [O/Fe] trend with metallicity origindfresn ~ Weakened.
analyses of Felines (Boesgaard et al. 1999; Israelian et al. Naively, one could expect that all OH molecular lines
1998, 2001, cf. discussion in Seft]5.4). According to Tiple should be similarly affected by the low temperatures anth hig
the inclusion of the Fe results would bring down the 3D LTE Molecular number densities in the 3D model atmospheres
[O/Fe] results further bys 0.1 dex at the lowest metallicities. Of metal-poor stars. In view of this, the low [O/Fe] values

Taken at face value, with the claimed 1D [O/Fe] results afgund from OH V|brat|onal-roFat|onaI lines in the IR fromalo
the here presented granulation corrections, the emenging t (Zef S 5000K) metal-poor giants and dwarfs (Balachandran
with metallicity is in fact roughly consistent with the sintong €t @l- 2001; Melendez et al. 2001) appear surprising. No 3D
advocated [O/Fe] plateau from [Dlines, as seen in Figﬂ 4. hydrodynamical model atmospheres are yet available feethe

However, we caution that such a conclusion is likely premi@Wer Ter and/or surface gravities while the IR lines are un-
propitiously weak for the stellar parameters of the current

5 The results shown in Fid] 4 differ slightly from those prasen (Tes 2 5800K) suites of models. Hence we are unable to con-

in Asplund (2001) due to the inclusion of additional lineslaimula- firm or disprove this apparent discordance. However, we have
tions and use of more temporally extended 3D model atmospher verified that OH lines in the IR with similar line strengths as
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5.1. Temperature structure in 3D model

Fig.3. The impact of 3D model atmospheres on the [O/Fe] atmospheres

trend with metaliicity for the sola{pper pandl) and turn-off 11q |5rge granulation effects on the derived O abundances fo
(Lower panel) sequences. The solid line represents the 1D LT& jines in metal-poor stars hinge crucially on the exiseenc

r_esult of Boesg_aard et al. (1999) based on only the UV Off g |qy atmospheric temperatures encountered in the OH
lines and the King (1993J.g-scale: [O/Fe}= —0.40-[Fe/H].

on the chouze for the solar_ callb_rz_;\tlon. For the former thfr'tmospheres no longer rely on the same simplifying assump-
_I-|o|we_ger-Mu_IIer (1974) seml-emp|r|_cal solar atmosphmt(_h tions as in classical 1D model atmospheres, uncertaimtigei
intensity profiles has been used while for the latter a theorggm yeratyre structures may still remain. A consistencykhe
cal MARCS model atmosphere together with flux profiles havg, yhe 3p atmospheres is available from similar 2D radiative
been adopted; for all other 1D models theoretiedRCSmod- |y 4r04ynamical simulations (Ludwig et al. 1999; Freytaglet
e_ls have be_en utilised. Hence, in the upper panel th_e grami'@%), which also produce the distinct sub-radiative éopuil
t|_0n C(_)rrectlon for the [Fe/H]=0.0 model is forced to disapp temperatures. This consonance is reassuring but not to
since it corresponds to the Sun surprising given the resemblance in the underlying assiomst
of the two types of simulations.
As explained in Secﬂ 4, the low atmospheric temperatures

the UV lines suffer from as severe granulation abundance cafe natural consequences of no longer enforcing radiatjue e
rections for the models listed in Tale 1 using fake OH lind®rium and instead solving explicitly the time-dependent

with strongly enhanced transition probabilities. Thus,spec- €rgy equation. This phenomenon is therefore a real physical
tral locations of the transitions are not a solution to thisun- effect which must be present in the photospheres of metal-
drum. Whether the differences in stellar parameters may b@@pr stars. Nevertheless, the magnitude of the effect may ha
possible resolution is discussed further in Sﬂct. 6. been overestimated in the present simulations. Asplundl et a
(1999a) indeed cautioned that the neglect of Doppler shmfts
the treatment of the strong spectral lines in the constnaif

the 3D model atmospheres may lead to the radiative heating
being underestimated. Work is currently being undertaken t
construct such further improved 3D model atmospheres.

5. Possible systematic errors affecting the 3D
results
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An alternative avenue to proceed is to design observational The IRFM is designed to compare the observed ratio of the
tests to confront the predictions from 3D model atmosphernasgal bolometric flux of a star and a monochromatic continuum
with. An often-used method is a detailed comparison of spdlix at IR wavelengths with the corresponding theoreticabra
tral line asymmetries and shifts (e.g. Asplund et al. 2080afrom model atmospheres (Blackwell & Shallis 1977), In prac-
Allende Prieto et al. 2001). Unfortunately, a similar stuafy tice, JHK photometry normally replaces the monochromatic
the asymmetries of the OH lines is unlikely to give crucialbd continuum flux for observational convenience. Here we follo
due to the inevitable blends in the UV. Furthermore, onlylinthe original idea by computing the spatially and temporaily
ited guidance is likely to be obtained from studies of lingras eraged continuum flux at 2;@n for the various 3D simula-
metries of atomic species since they do not probe the sarhe Higns and compare these predictions with corresponding one
atmospheric layers as the molecular transitions. for 1D model atmospheres with.g sp and Teg sp + 100K
A possible venture to explore is the individual O abu to quantify typical corrections t@.s-estimates based on the

dances obtained from a large sample of OH lines of differRFM and classical 1D model atmospheres. It should be noted

o : . that our procedure thus neglects the model atmosphere depen
ent excitation potential. Since the exact 3D abundancecerr : L :
: o . . . dence in estimating the stellar fluxegtside the observed pho-
tions depend on the transition properties with low-exmtat . ) .
: . . tometric bands to obtain bolometric fluxes (Alonso et al.5)99
and strong lines being more influenced by the 3D model atm_Q-

spheres (Tablﬂ 2), different results are expected compdthd . owever, only a small fraction 10%) of the tot_al fluxis car-
o : .ried at those wavelengths for the F-K stars of interest hede a
1D model atmospheres. An examination of Table 3 in Israelign ™ . " . : .
. o : e slight inconsistency of relying on 1D models for thispur
et al. (1998) indeed reveals that low excitation OH lineg.(e. ose should have a marginal effect on the fifia-calibration
312.39,312.81,312.83nmMexc ~ 0.2€V) appearto systemat-p 9 '
ically give ~ 0.1 dex higher abundance than the high excitation The differences inl,g-determinations from 3D and 1D
lines (e.g. 316.71, 320.39, 325.55nMm,. ~ 0.8 — 1.3eV) in model atmospheres are shown in Fﬁb 5. Clearly due to the
a 1D analysis, hinting to a possible problem in the 1D tempermall model sensitivity of the method, the use of 1D models
ture structures at low metallicitieslative to the Sun. However in available IRFM determinations does not significantly en-
there is no clear trend with metallicity in the differences icumber the results. For the solar sequencelthedifferences
the derived O abundances but the scatter is unfortunateyy vamount to typically20 K while the modifications for the turn-
large. A proper investigation will therefore require mangre off sequence are completely negligible. The smaller effect
lines for a larger stellar sample. Furthermore, a preréguis the hotter models is in accordance with the relatively senall
an accurate determination of the stellar parameters, winichfraction of the total flux emitted at IR wavelengths and thus
view of the current disagreement on tligs-scale of metal- smaller sensitivity of the temperature structure of thepaeld
poor stars, is unlikely to be settled for good in the nearriitu model atmospheres. In view of the typical observational un-
certainties of~ 100K currently attached to IRFM, the errors
in IRFM T, estimates are still very much dominated by the
5.2. Effective temperature accuracy of the observations rather than the adopted model a
mospheres.
In order to obtain accurate absolute abundances, not oy a r . L
e The small influence off, translates to only a minor im-
alistic model of the stellar photosphere and a proper under- . : .
. ) . act on the estimated O abundances. An increaskdnby
standing of the line formation process are necessary bat als

; . +100K typically implies an increase of the derived O by
appropriate fundamental stellar parameters. For OH lithes, 0.2dex for the UV OH lines (Nissen et al. 1994). Thus, a new

effectlve_ temperature is of special Importance. In SHched tT -calibration based on 3D model atmospheres is only ex-
comparison between the 3D and 1D predictions were carrie . . .
. pected to introduce & 0.05dex alteration of the inferred O
out assuming that the relevafig should be the same for the . C .
abundances. Furthermore, there is no significant metgltie-

two types of models. pendence in th&,g-corrections, which could bias any deduced
One may suspect that the presence of temperature inf@/4-e] trends.
mogeneities in the continuum-forming layers should malke th We conclude that [O/Fe] determinations wikt be sub-
emergent flux distribution different in 3D model atmosplsnerestamia1I|y modified due to changes in the stellar parameters
compared with homogeneous 1D models, in particular f?a{iled by the adoption of 3D model atmospheres
metal-poor stars which often are characterized by “nakad-gr '
ulation” (Nordlund & Dravins 1990; Asplund et al., in prepar
tion): the region of maximum horizontal temperature costtr
reaches the visible surface whereas for example for the

these layes are hidden slightly below the photospherenStei . I
& Nordlund 1998). This difference will be particularly man-‘an addition to a specification G (SECt')’ knowledge of

ifested in UV colours (amounting te; 10% in continuum the s_tellar surface gravity, lag is required fqrthe spectral syn-

: : o esis. In Sect[|4 the 3D and 1D calculations were performed
fluxes at 314 nm, cf. Fig] 1) while the effect is minimized avt{\:ith identical loae. which mav not be appropriate
IR wavelengths. Since IRFM is our preferred choice Tog- 9. y pprop ‘
calibrations, we will here only investigate the impact of 3D The best method to determine stellar surface gravities is
models on this method. to make use of the accurate parallaxes now available from the

gﬁﬁ’ Surface gravity
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are much lower than in classical 1D analyses (Asplund et al.
40 ] 1999a), which, if correct, would lead to large modifications
of the derived logy from ionization balance. However, the
] Fel lines are almost certainly seriously affected by depasture
] from LTE in 3D models, and thus a 3D non-LTE study of Fe
line formation would be required, a very challenging task fo
the future. Indeed, even with 1D model atmospheres depar-
tures from LTE make the ionization gravities discrepantrfro
_ook ] trigonometric gravities (Allende Prieto et al. 1999b, c&c8
r ] E). Similarly, the strong lines normally utilised for griy-
_aof | | | | determinations are from species which can be expected to be
affected by departures from LTE in 3D model atmospheres
-30 -25 -20 -15 -1.0 -05 0.0 ) o . :
[Fe/H] (_Mg I, Cal, Fel), again necessitating 3_D_ _non—LTE investiga-
tions. Furthermore, at very low metallicities ([Fe/d] —2)
also the strongest lines become too weak to accurately probe
the photospheric pressure structure (Fuhrmann 1998).

AT [K]

Fig.5. The differences iff.¢ derived from IRFM for the solar
(solid line) and turn-off (dashed line) sequences of moitels
the sensél ¢ sp- Teq,1p. The dotted line represent equality

between thd .z determinations 5.4. Metallicity

Hipparcos mission. By manipu'ating the familiar re'atib'ms Stellar metallicities enter into abundance analyses hodf i

g o< M/R? andL o R2T,, the trigonometric gravities are: rectly.through their influence on the photospheric struetur
and directly through the use of Fe as a reference element for

logg = 4logTeg+logM /M +2logr+0.4(V+BC)—10.51(1) abundance ratios. While the dependence on the former is rel-
atively weak (an error in [Fe/H] as large as 0.4dex only im-

plies an uncertainty in the derived O abundance from OH lines
of 0.05dex, Nissen et al. 1994), the latter is as important as

correction andr is the parallax (e.g. Nissen et al. 1997). The " ;
additional uncertainty introduced by the use of 3D model a eriving accurate O abundances when attempting to trace the
volution of [O/Fe]. This obvious fact is, however, oftereov

mospheres instead of classical 1D models enters through I%‘&ed with values simply taken from the literature or esti-
small systematic differences g and BC, while the indirect Py

effect on the derived mass through isochrone-fitting is ine rlnated only from Fe lines with no consideration for depar-

gible. As seen in Sec@.z, the differenceling-calibration Yures from LTE. Since the recent analyses of UV OH lines by

between the two types of models amount4@0K in the Israelian et al. (1998) and Boesgaard et al. (1999) havieedil

relevant temperature range, which corresponds to an efror'zgI lines, their derived [O/Fe] trends may be systematically

merely +£0.01 dex for logg. No bolometric corrections haveoverestlmated (King 2000; Israelian et al. 2001), whichuimt

yet been computed with 3D model atmospheres but cons&?—md influence the 3D-1D comparison presented in %ct. 4,

ering thatAT,s = 500K corresponds taABC ~ 0.05 for ecently two investigations of non-LTE effects iniHme for-

. ation in metal-poor stars have been published (Grattoh et a
Ter ~ 6000 K with 1D model atmospheres (e.g. Alonso et al" ] : . o :
1995), a very conservative limit to the differential effe¢t3D 1999; Thevenin & Idiart 1999) although with discomfortipg|

models iSABC < 0.1. Thus, logy determinations using 3D discordant results, which deserves further scrutiny.
model atmospheres are only expected to<bd).05 dex dif- We tend to view the calculations of Gratton et al. (1999)
ferent from a corresponding 1D analysis when relying on tijéth some balanced scepticism. Their incomplete treatroknt
parallax-method. We emphasize that this is not the full uncé€ high-excitation levels, neglect of available quantur- m
tainty with this method, which is dominated by the errors ighanical calculations for the photo-ionization crosstises
the parallax measurements and fig-calibration, but only (from e.g. thelRON Project, Bautista 1997) and their ex-
the additional uncertainty relative to the 1D case whenimgly c€edingly large cross-sections for inelastic collisionthw,
on 3D model atmospheres. In terms of derived O abundanc®s,combine to ensure a result close to the LTE prediction.
Alogg < +0.05 corresponds ta\(O/H) < F0.02 dex for the Thev_en_m& Idiart (1999)_on the otherhan(_zl adopt more r_eallst
UV OH lines (Nissen et al. 1994). We can therefore safely coftomic input data but still suffer from the incomplete hangl
clude that our assumption of identical adopted surfacetigav ©f the line-blanketing. Since the main non-LTE effect, ever
in the 3D-1D comparison in Sed. 4 will not impede the cononization, feeds on the UV radiation field it is paramount to
clusions presented therein. address the UV line-blocking in the calculations of the phot
Alternative methods to derive stellar surface gravities afonization rates to avoid predicting too large departuresnf
available from spectroscopy, in particular by enforcingjza- LTE for Fel. Furthermore, improved quantum mechanical cal-
tion equilibrium or using the pressure-damped wings ofrro culations for the H-collisions are urgently needed to repkhe
lines. Unfortunately they suffer from several drawbacksoivh duestionable classical recipe of Drawin (1968).
make them less attractive in analyses with 3D model atmo- Untilimproved non-LTE calculations are available, we urge
spheres. In LTE the 3D abundances derived from k@es that the determinations of stellar Fe abundances to be based

where M is the stellar masg/ is the apparent visual magni-
tude of the star corrected for extinctioB(' is the bolometric
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on Fell lines. Fal lines are essentially immune to departuredances when using OH lines and that its magnitude could be
from LTE (e.g. Shchukina & Trujillo Bueno 2001) and asnetallicity dependent. Naturally this should be examingd f
clear from Table[|3 are not particularly affected by the tempédher once the necessary data becomes available.

ature inhomogeneities and different temperature strastur

3D model atmospheres. At this stage, however, we can not ex- . o .

clude that the estimated [O/Fe] trend with 3D models (fig. #)6. Local thermodynamic equilibrium for OH line

may even need further downward adjustment due to departures formation

from LTE for Fel lines, on which the existing 1D [Fe/H] esti-
mates are based (Israelian et al. 1998, 2001; Boesgaard e
1999). Naturally, investigations of departures from LTE Fe
in metal-poor stars should also be based on the new gener
of 3D model atmospheres.

?gF,ides the assumption of chemical equilibrium for the OH

molecule formation, it should be borne in mind that LTE has

a0 been assumed in the OH line transfer calculations pre-
sented in Secf] 4. Due to the vast number of relevant levels an
transitions, detailed non-LTE calculations for the OH sadigfe
transfer is formidable. In fact, non-LTE effects for mol&siin

5.5. Molecular equilibrium for OH formation stellar atmospheres is largely unexplored even with 1D mode

atmospheres.
For the LTE line formation calculations presented in S@,cthé We are not aware of any non-LTE studies for OH but CO

assum.ption of instanta}neous molecular equilibrium. hasibee. < attracted slightly more attention. Uitenbroek (200249
made in the computation of the total number density of O aniy performed detailed non-LTE calculations for th@ C
molecules at d|fferent_ times gnd locations In the 3D mOdﬁlbrational-rotational lines in the Sun, which confirm thme i
atmosphe_res. According to F'E' 1 the_OH line formation Q_ghtful prediction by Hinkle & Lambert (1975) that the Ime
strongly _blased towards the upflow regions, where the 9353k collisionally controlled and thus that LTE is a good ap-
very rapidly cooled from about 10000K to about 4000K iny,yimation. Hinkle & Lambert caution on the other hand that
a relatively thin zone around continuum optical depth unityjectronic molecular transitions, like the UV OH lines, may

This transition occurs on a time-scale of merely a few misutge radiatively determined. If one approximates the UV OH

for the upflowing material in the Sun, which could imply thag,e formation with the two-level approach with complete re

mo!eculgr _equilibrium is not establish_ed_. Ao!ditionall;hqe distribution (cf. Mihalas 1978), the line source functiéh
todissociation due to the non-local radiation field frompuie | depend on the mean intensity averaged over the absorp-
layers may cause further departures from LTE. As a resudt, %bn profile J, — [ ¢xJrdX and Planck functionBy (7)) as

would expect that LTE may overestimate the OH content agd — (1 — €)J» + eBy(T). Heree is a measure of the photon
therefore that the O LTE abundances may be underestimatetgi]estrucﬂOn probability{ < ¢ < 1). In the UV, J, tend to be

In principle it is a straight-forward exercise to compute thiarger thanB, (T) for weak lines and thereforg, > B, (T).
OH molecule formation and the resulting OH number densiti¢§; a consequence, one would expect the OH lines to be weaker
as a function of time in our 3D model atmospheres by solyith scattering than in LTE, or, equivalently, that the sed O
ing a set of coupled differential equations corresponding t ghundance will be underestimated in LTE.
network of chemical pathways_. _However, a major ob_stacle is A detailed non-LTE calculation for OH including all the
the apparent lack of rate coefficients for the relevant ieast vibrational and rotational levels is unfortunately beydhd

and temperatures, both experimental and theoretical. We ha., o of the present investigation. But we have nevertseles
scoured various publically available databases such asSTMI

& : ‘ h of th %ttempted to estimate the non-LTE corrections to the dérive
(I__e Teu et_a ' .2000) In search o t e necessary rate Coef- g ndances from the UV OH lines using a two-level OH
cients but with little success in locating data 6rz 3000 K,

: . 3 molecule. Although no doubt unrealistically simplisticatibow
Wh'ch prevents us from performing the non-LTE chemistry Cafj;\ccurate guantitative estimates of the non-LTE effectsafr
culations. proach is still expected to yield qualitatively correctuks of

Some guidance to the non-LTE behaviour may still be okhe non-LTE behaviour for different stellar parameters.the
tained from observations in the absence of detailed CoMPirpose, version 2.2 of the statistical equilibrium code_T
tations. Uitenbroek (2000a,b) has recently concluded feomyCarlsson 1986) has been used after some minor modifications
comparison of the observed solar CO line intensities anid thg) allow treatment of OH molecular lines. The two levels cor-
temporal variations with calculations based on both 1D hyespond to the OH 313.9 nm transition with the same adopted
drodynamical chromospheric simulations (Carlsson & Stejfarameters as for the LTE calculations presented in §ect. 4.
1992, 1995, 1997) and 3D model atmospheres similar to thgggditionally, cross-sections for collisions with eleatoand
utilised here (Stein & Nordlund 1998) that the inherent agydrogen must be specified. For the former the classicabeeci
sumption of instantaneous molecular equilibrium for CO mayf van Regemorter (1962) was adopted in the absence of more
not be valid in the Sun. This may suggest that a similar phgppropriate treatments. For H-collisions the calculatioere
nomenon could also occur for OH. If so, it would probablyerformed with the formula by Drawin (1968) multiplied by a
be more pronounced in metal-poor stars in view of their mo@riable factorz. It should be noted that the Drawin formula
rapid and dramatic cooling in the photosphere. was developed for atoms and it is not clear whether it is at all

We conclude that it can not be excluded that departurgsplicable for molecules. Although often used in non-LTE ca
from molecular equilibrium may influence the derived O aburmulations for late-type stars (cf. discussion in Kiselm@0D),
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Table 4. The 1D non-LTE O abundance corrections when us-

ing a two-level model-molecule to study the UV OH line for- r2p
mation. The last two 1D models correspond to HD 140283 and 10k
G64-12, respectively. i
x 0.8
T.x logg [Fe/H] [O/Fe} 2  Aloge g ; 6:
K] [cgs] [dex] [dex] ER
5780 444 +00 00 00 +0.18 © 04f
0.01 +0.18 [ ]
01  +0.18 02r ]
1.0  +0.17 0.0k ‘ ‘ ‘ ‘ 1
10 +0.12 313.875 313.880 313.885 313.890 313.895
100  +0.03 Wavelength [nm]
5780 444 -1.0 +0.4 0.0 +0.20
0.01 +40.20 Fi . :
10 4017 ig. 6. The_lD OH 31_3.9nm line in a metal—poc_>r ([FeH]
5780 444 920 408 00 40025 -3.0) Sun_ in LTE (solid lines), and in non-LTE with = 1.0
001 4025 (dashed lines) and = 0.0 (dotted lines), see text for de-
1.0 +0.22 tails. Clearly the inclusion of collisions by H accordingttee
5780 4.44 —3.0 419 0.0 4026 Drawin (1968) formula{ = 1.0) has a negligible impact on
0.01 +0.26 the resulting line strength
1.0 +0.24
100  +0.04
5690 367 -25 +05 (?.601 1832 . Asummary of the results in terms of_ abundance corrections
10 +0.24 is presented in Tablﬂ 4. As expected, in all cases the assump-
1.0 00 4027 tion of LTE makes the lines stronger, and therefore that LTE
001 4027 analyses underestimate the O abundances. The difference in
1.0  +0.26 terms of line strengths is quite large (Fﬂ;. 6) and therefete
6450 4.04 -3.0 +1.0 00 +0.15 atively large non-LTE corrections are obtained).2 dex. The
0.01 +0.15 predicted 1D non-LTE effects are almost independent on the
10 4015 stellar parameters. Fortunately, the magnitude of thelidh-

corrections is only marginally dependent on the treatmént o
the H collisions provided the Drawin (1968) formula does not
greatly underestimate the collisional cross-sectians-(10).

# The solar O abundance is here assumed fope, = 8.90
> The factor which is multiplied to the Drawin (1968) recipe foe
collisional cross-sections with H

¢ The non-LTE O abundance correction defined mlgeo — Even withz = 1.0 the predicted non-LTE corrections differ
logeNETE — JogeLT® only by < 0.03 dex compared to the case when neglecting the

H collisions completely. In all cases, the same results are o

tained withz = 0.01 andz = 0.0. We emphasize though that

it is still unclear whether the Drawin recipe can be appliso a
evidence is now mounting that the simple-minded approachtgymolecules. But at this stage there are no indicationgthieat
Drawin severely overestimates the importance of H-colfisi treatment of H collisions play any significant role in the pre
by at least three orders of magnitude for atomic transitiogécted non-LTE corrections.
(Fleck et al. 1991; Belyayev et al. 1999). The inclusionsiefv  The departures from LTE in this two-level approach
brational and rotational sub-levels and line-blanketinghie are purely due to scattering in the line, in agreement with
UV radiation field are also expected to diminish the non-LTthe prediction by Hinkle & Lambert (1975) (Figﬂ 7). Since
effects due to stronger collisional quenching and dectkash /By (T) > 1 at the relevant atmospheric layers for the stud-
Jx/Bx(T) ratios in the line-forming region. ied model atmospheres, the line source funcipexceeds the

Non-LTE calculations have been performed for four 1IDTE value. This effect is more pronounced in the metal-poor

model atmospheres with the solBry and logg but different models but its influence on the abundance corrections if/part
metallicities ([Fe/Hl= 0.0, —1.0, —2.0, and —3.0), as well balanced by the weaker lines at lower metallicities. Sitee t
as for selected metal-poor stars (e.g. HD 140283 and G64-¥@st majority of the OH molecules will be in the ground elec-
for different O abundances to estimate the influence of tiee litronic state and the vibrational and rotational levels initHec-
strength. In all cases, the effect of H collisions were itivestronic states are closely coupled through collisions, tgad-
gated by computing the abundance corrections for threerdiffture coefficient3 = N;/N'* for the lower level will be very
entz: 0.0, 0.01 and1.0. The 1D models are not identical toclose to one and thus no non-LTE effects due to differences in
those adopted for the solar sequence in the 3D-1D LTE colime opacity emerge, as evident from Fiyy. 7.
parison in order to strictly isolate the metallicity depende of In spite of the significant 1D non-LTE abundance correc-
the non-LTE effects. tions, we find no evidence for a pronounced steepening of the
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In view of the detailed discussion given in Se}]:t. 5 on pos-

3.0(7T 1 sible remaining systematic errors in the 3D analysis, tadee
P 1 may get the impression that the here presented resultsthes ra
A S ] uncertain. It may therefore be in order to point out that all
- i 1 of these possible effects also apply equally well to anyystud
= 20r ] based on 1D model atmospheres, besides the errors intduce
> f ] by the assumption of hydrostatic equilibrium and by tregtin
o 1-9F 7 convection through the mixing length theory (or a close rel-
5 I 1 ative thereof), which is known to be a poor representation of
1.0 - ] stellar convection. However, at this stage it is probabgnpa-
: 1 ture to conclude that 3D model atmospheres are indeed supe-
05 b ‘ ‘ ‘ ‘ ) rior to classical 1D models. It is therefore of utmost importe
I 0g ;Slo 0 1 2 now to carry out the same arsenal of tests which previously ha

been undertaken with 1D model atmospheres (flux distributio
lme-darkening, colours, H-lines etc) as well as additiares
now possible (line asymmetries and shifts, asteroseiggdlo

in particular for metal-poor stars. This is even more trulégint

e?ft| the fact that 1D model atmospheres often fail the very same
tests.

Fig.7. The ratio of the line source function with the Planc
function S/ B, (T) for the two cases = 1.0 (dashed lines)
andz = 0.0 (dotted lines) in a metal-poor ([Fe/H] —3.0)

Sun, see text for details. Also shown are the departure €o
cientsg = N;/NTE for the lower level of the OH transition
forz = 1.0 anda = 0.0 (solid lines), emphasizing that the
non-LTE effect is purely due to scattering and not changes6n Comparing previous OH, O1 and [O1] results

the line opacity Even if the present article does not deal directly with obaer

tions, in this section we will nevertheless discuss soméef t
recent analyses of various O diagnostics as it has beariogron
indings and may give clues to the existence or not of the large

. . . f
[G/Fe] trend. However, we caution that this conclusion cah n ranulation corrections for OH in metal-poor stars desatiin

automatically be extrapolated to the 3D case, in which the

. ect[}.
partures from LTE may be more severe in metal-poor stars . o .
) . A major argument for the monotonic linear trend in [O/Fe]
since the steep temperature gradients may be more prone

scattering effects than in 1D model atmospheres. Neectbes%v g ?Imrz(ejtal(l)lglctiyferre;\elzfr?ef:t)r\?viirrlletr?e\l/c(})ingtn?essz?t??Iss :;oerl?a;[:e
say, an investigation of the non-LTE behaviour in 3D model 9 9 P

atmospheres as a function of metallicity has very high isior ét al. 1998, 2001; Boesgaard et al. 1999). Since much smaller
P y y high i granulation corrections are expected for the triplet thoarCfH

(Asplund 2001) this would seem to contradict the findings in

5.7. Summary of uncertainties: 3D or 1D model Sect[}k. However, the consonance between the OH aneO
atmospheres? sults is not as unambigous when examining some of the pub-

lished analyses in detail. Fif] 8 shows the difference betwe
Considering that the results presented here are amongshe fire OH-based and Gbased abundances of Boesgaard et al.
investigations of the impact of the new generation of 3D hy1999) on the King (1993).g-scale; with the lower Carney
drodynamical model atmospheres on stellar spectroscoigy, i(1983) scale the correlation is slightly less pronouncetd bu
therefore in order to ask if indeed these models are moristeatlearly present (slope- —0.13 instead of—0.18). The abso-
tic than previously used classical 1D model atmospherdar Sdute value for the abundance differences is here less irmport
the predictions from thab-initio 3D models have been verythan the existence of the metallicity-trend due to the ulaaety
successfully confronted with detailed observational t@irsts introduced by the choice df,¢-scale and the neglect of non-
for in particular the Sun. These comparisons include sush diTE effects for O. This divergent behaviour is very close to
parate tests as granulation topology and flow field (Stein the expected according to the results of Sﬂct. 4 and Asplund
Nordlund 1998), helioseismology (Rosenthal et al. 1998), i(2001), which we interpret as a qualitative argument for the
tensity brightness contrast (Stein & Nordlund 1998; Aspluraptness of the 3D calculations. In view of this, the good gen-
et al. 2000a), flux distribution and limb-darkening (Aspduneral agreement found by Israelian et al. (1998) for ninesstar
et al. 1999b) and spectral line shapes, shifts and asymasettising the Q equivalent widths of Tomkin et al. (1992) pose
(Asplund et al. 2000b). No doubt the current surface comvect a perplexing problem. Clearly a larger stellar sample with s
simulations for the Sun have a very high degree of realism.dmultaneous analyses of the OH and {ihes would be very
sharp contrast theoretical 1D model atmospheres fail iarceg  helpful in this context. One should also explore possibiedi
to most, if not all, of the above-mentioned tests. Recernthy s ences in for example C abundances derived froma@d CH
ilar 3D models have been used for studies of line asymmetrlgges at low metallicities. Preliminary calculations ravsig-
in Procyon (Allende Prieto et al. 2001) and the metal-podo hanificant but smaller differences between 1D and 3D analyses
star HD 140283 (Allende Prieto et al. 1999a; Asplund et al., of CH lines compared with for OH linesH{ 0.3 dex instead of
preparation) with very satisfactory outcomes. ~ 0.6 dex for OH at [Fe/H}= —3.0).
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with the traditional [O/Fe] plateau compared with the linea

CRSIEEE trend seemingly implied by the OH lines in the hotter stars. A
E 1 for the IR analyses, we conjecture thafat ~ 5200 K signifi-
cantly smaller granulation corrections than those givebent.
Ewill be deduced, leaving the plateau-like [O/Fe] ratiagédy
unchallenged. Excellent agreement between] [@hd OH is
found for both stars: the forbidden line gives [O/Fe]0.62
and 0.52, respectively. The latter values come from our own
analysis using 1DMARCS model atmospheres with the stel-
lar parameters given in Israelian et al. (2001). The eqgeival
widths for [O1] and Fell were taken from Fulbright & Kraft ex-

i 1 cept for [O1] in BD+23°3130 for which we relied on the VLT-
T measurementi¥’y = 0.15pm) by Cayrel (2001). This [O/Fe]

-30 -25 -20 -15 -1.0 -05 00 . o . -

[Fe/H] estimate for BD-23 3_130 is fo_r unknown reason significantly
lower than reported in Israelian et al. (2001), [O/F€]0.82,
while in perfect agreement with the findings of Balachandran
(2001, private communication) using Kurucz (1993) model at
mospheres but otherwise identical input.

OH-0I

Fig. 8. The difference between the OH and-Dased 1D abun-
dances of Boesgaard et al. (1999) on the King (199g)scale,

which reveals a pronounced metallicity-dependent trelagés
—0.18). This behaviour is in qualitative agreement with the 3D

calculations presented in Sefdt. 4 _
7. Concluding remarks

The low atmospheric temperatures encountered in the new gen

The conventional [O/Fe] plateau indicated by theJ@ne eration of 3D hydrodynamical model atmospheres (Asplund et
has recently received support from the IR OH vibrationadl. 1999a, 2000a,b, Allende Prieto et al. 2001; Asplund ¢t al
rotational lines (Balachandran et al. 2001; Melendez et &.preparation) compared with classical 1D hydrostatic etod
2001). As discussed in Sef}. 4, this could be interpretetias atmospheres for metal-poor stars have a profound impact on
here presented granulation corrections for the UV OH linesthe OH line formation, as described in Seﬂt. 4. As a conse-
metal-poor stars are overestimated, since for the saméhgtarquence, a possible severe systematic error in recent 1D LTE
IR and UV lines should to first order be affected similarlytfwi analyses of OH lines in metal-poor stars (Israelian et €819
the possible exception of non-LTE effects in the line forio@at  2001; Boesgaard et al. 1999) has been exposed, making the
cf. Sect[5). A more likely explanation in our opinion, howcase for a monotonic increase in [O/Fe] towards lower metal-
ever, is to be found in the differences in stellar parameters licities less convincing. Taken at face value, our 3D LTE OH
particularTeg, for the sofar investigated UV and IR targetsanalysis results in [O/Fe] values in rough agreement wiéh th
As evident from Tabl¢]2 and Fif} 3, the magnitude of the Okbnventional [O/Fe] plateau for [Fe/H] —1 indicated by the
granulation corrections depend @ty in the sense that larger[O 1] lines (Fig.[#). We emphasize though that this apparant
effects are present for higher temperatures. Although &angconcordance should not be taken too literally in view of the
ous to extrapolate, we speculate that significantly sméllér preliminary nature of our 3D calculations and that no star-b
abundance corrections than found here will be obtained fstar comparison has been made with observations. By investi
Ter < 5000K, which is typical for the metal-poor stars withgating possible systematic errors for the 3D LTE resultad h
detected IR OH features. The physical reason for the depgeen found, however, that the conclusion of large graraati
dence orl.¢ is the strength of the coupling between the gasffects on the OH lines appears reasonably robust. For éeamp
and radiation field: for lowef ., more and stronger spectralf,-calibrations using 3D model atmospheres should not dif-
lines are available which contribute additional radiatheat- fer significantly AT.g < 20 K) from previous 1D calibrations
ing, keeping the gas temperature closer to the radiativéilequ provided they are based on IRFM; the same is not necessarily
rium value (Asplund et al., in preparation). No 3D model atrue for alternative calibrations using Balmer lines orouok.
mospheres are yet available for these lofigr which prevent Similarly, estimates of log and [Fe/H] should remain essen-
verification of our hypothesis but such convection simolagi tially unaltered when relying on Hipparcos parallaxes aad F
are currently being constructed. lines. The major remaining uncertainties in the 3D analgpis

Due to the inconspicous nature of the I[Qine (Nissen pear to be the assumptions of LTE for the molecular equilib-
et al. 2001), no direct comparison with the UV OH resultsum and in the line formation. Although not yet investigate
has sofar been possible for metal-poor dwarfs with [FefH] for 3D model atmospheres, it is possible that such departure
—2. Recently, Fulbright & Kraft (1999) have considered th&om LTE may indeed steepen the [O/Fe] trend once again but
[O1] line in the two metal-poor ([Fe/HEK —2.1) subgiants unlikely as much as the original 1D LTE case. On the other
BD+23°3130 and BD+37°1458 (T = 5130K and 5260K, hand, departures from LTE for Fenay diminish the slope fur-
respectively), which have been re-analysed by Israelial. etther. A final verdict on this issue must therefore await dethi
(2001). The UV OH lines suggest [O/Fe] 0.60 and0.50, re- and improved non-LTE calculations. But we note in the mean-
spectively, in the two stars, i.e. in significantly betteremgment time that even in the presence of possible non-LTE effects fo



14 Martin Asplund and Ana Elia Garcia Pérez: On OH line fation and oxygen abundances in metal-poor stars

OH and Fe, [O/Fe] ratios will be less affected since both thallende Prieto C., Garcia Lopez R.J., Lambert D.L., Gisstan B.,
O and Fe LTE abundances will tend to be underestimated. 1999b, ApJ 527, 879

The purpose of the present paper has not been to advodd@8so A., Arribas S., Martinez-Roger C., 1995, A&A 297, 197
a specific [O/Fe] trend with metallicity since our investiga ASPlund M., 20008, A&A 359, 755 , ,
has been limited to a differential 3D-1D comparison withiaut Asplund M., 2000b, in: The light elements and their evolnfida

. . . i Silva L., Spite M., de Medeiros J.R. (eds.). IAU iung,19
volving observational confrontation. Nevertheless, audifigs pIZZS’ prie M., de Medeiros (eds.) SYMpOSIUNe,

yviII likely fuel the long-standing debate on the O abun_dmcg\smund M., 2001, in: Highlights of Astronomy, IAU, Barbuy: Bed.),

in metal-poor stars. As already stated several times, il&vou  j; press

be premature to conclude from our analysis that the mongsplund M., Carlsson M., 2001, submitted to A&A

tonic linear trend in [O/Fe] claimed by Israelian et al. (899 Asplund M., Gustafsson B., Kiselman D., Eriksson K., 199%,AA
2001) and Boesgaard et al. (1999) must now be abandoned,318, 521 .

even if the arguments for continuously increasing [O/Feipsa Asplund M., NordlundA., Trampedach R., Stein R.F., 1999a, A&A
towards lower metallicities appear much weaker. It shogld b 346, L17 . .
remembered that many, albeit not all, studies of thet@let ASPlund M., NordlundA., Trampedach R., 1999b, in: Theory and

: . . tests of convection in stellar structure, ASP conf. serié3, A.
at 777 nm in dwarfs and subgiants find [O/Fe] values system Gimenez, E.F. Guinan and B. Montesinos (eds.), p. 221

a'.[ically higherthf';m those givgn by_ the [Qine in meta"P‘?‘?r Asplund M., Ludwig H.-G., NordlundA., Stein R.F., 2000a, A&A
giants and subgiants. The triplet is unfortunately seresito 359, 669
the adoptedl.s-scale and departures from LTE, which deaspiund M., NordlundA., Trampedach R., Allende Prieto C., Stein
serve very careful treatment. For the moment, the mostilelia  R.F., 2000b, A&A 359, 729
[O/Fe] ratios still appear to come from the [[Jine, provided Asplund M., NordlundA., Trampedach R., Stein R.F., 2000c, A&A
that very highS/N spectra are utilised and the metallicities are 359, 743
estimated from Fe lines (Nissen et al. 2001; Lambert 2001).Balachandran S.C., Bell R.A., 1998, Nature 392, 23

To ignore the existing systematic errors in traditional 182lachandran S.C., Carr J.S., Carney B.W., 2001, New Astngn
LTE analyses of the UV OH lines in the hope that departurgs Reviews, in press

. . N rbuy B., 1988, A&A 191, 121
from LTE in the molecule formation and radiative transfel wi Bautista M.A., 1097, AZAS 122, 167

conspire to exactly C(_)mper_lsate the effects of _the low atmgy R.A., Balachandran S.C., Bautista M.A., 2001, ApJ 346
spheric temperatures in 3D is certainly fraught with dargel  gelyayev A., Grosser J.J.H., Menzel T., 1999, Phys. Rev. /2680
furthermore most likely misleading. As demonstrated abiove Bessell M.S., Hughes S.M.G., Cottrell P.L., 1984, PASA & 54
order to derive reliable oxygen abundances in very metal-p@Bessell M.S., Sutherland R.S., Ruan K., 1991, ApJ 383, L71
stars, unfortunately there is no easier escape route bugrto Blackwell D.E., Shallis M.J., 1977, MNRAS 180, 177
form time-dependent non-LTE calculations in 3D model atm&oesgaard A.M., King J.R., Deliyannis C.P., Vogt S., 1999147,
spheres for OH. Fortunately, recent improvements in thé ana 492 _
ysis of stellar spectra ensure such studies in fact beictpiée Carlsson M., 1986, Uppsala Astronomical Observatory Reor 33
tasks for the near future, which should help remove many Cgrlsson M., Ste!n R.F., 1992, ApJ 397, 59

> 1o ure, w : @hrisson M., Stein R.F., 1995, ApJL 440, 29
the lingering uncertainties in the derived oxygen abundang4isson M., Stein R.F., 1997, ApJ 481, 500
and perhaps finally settle the long-standing debate on ﬂ(DﬂFeCamey B.W., 1983, AJ 83, 623
metal-poor stars. Carretta E., Gratton R.G., Sneden C., 2000, A&A 356, 238

Cayrel R., 2001, New Astronomy Reviews, in press
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