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Abstract

Our current evidence base for predicting outcome following an acquired brain injury
(ABI) identifies factors such as the severity and impact of the injury, as well as pre-
Injury information as potential predictors. However current physical, medical and
neuropsychological predictors are inadequate. There is a great deal of confusing
and contflicting information which makes it difficult for the professionals involved in
the care of those who have suffered an ABI to determine how much improvement
an individual can be expected to make and what is the appropriate intensity of a

rehabilitation programme. As a result patients can receive a range of treatments

from different services over several years without indicators to reliably gauge
outcome for all the effort both patients and staff put into this change process.

The empirical research reported here suggests that limitations with current outcome
predictors are that they fail to consider the individual as an active participant in their

recovery process. This research explores the utility of the theory of learning

potential and dynamic assessment as a tool in the field of ABI to assess the
potential of an individual to adapt, and their ability to engage in the recovery
process. Learning potential measures a latent or dormant ability that is brought out
by a third party during dynamic training. It was predicted that dynamic testing, as
opposed to simple static test administration of the same tests, could reveal
Important additional information to predict outcomes of ABIL. In this research
dynamic testing involved a pre and post test administration that sandwiched a
training element. Learning potential using the Explicit Verbal Learning system was
Investigated with an adapted, dynamic version of the Wisconsin Card Sorting Test

(WCST). Non-Verbal Learning potential was investigated with a dynamic version of

12

Abstract



the Ruff Light Trail Learning Test (RULIT) and Latent Implicit potential to learn using

the Tower of Hanoi (ToH).

L

A Rasch Analysis Model was used to examine the data in terms of the construct

validity and hierarchy of the items of each test and the individuals who completed it,

both pre and post-training. Individuals were grouped into different dynamic learner

classifications accgrding to their position on this scale.

The results indicate a clear advantage in outcome prediction using dynamic testing.
Of the three aspects considered, the measure of learning potential that added most

to our understanding about the individual and outcome was the assessment utilising
the Verbal Learning system (Dynamic WCST). The assessment measuring Latent
Implicit learning potential (ToH) also added significantly to predicting ABI outcome.
The assessment of learning potential using the Non-Verbal/Visuospatial Learning

system (RULIT) however, did not add further information to help prediction of

outcome.

The information from the above model guided multiple regression analyses to
examine the predictors of ABI outcome using each of the measures of the
Community Integration Questionnaire (CIQ) as the dependent variables.
Independent variables were Dynamic Verbal learner status (derived from Rasch);
socio-economic status; severity of injury; predicted pre-injury intellectual
functioning; education levels and current intellectual functioning. With integration
status as the dependent variable (measured by the Total CIQ), Dynamic Verbal

learner status and socio-economic status were the only significant predictors.

Subscales tapping specific aspects of integration were not predicted by any the
13
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iIndependent variables other than Social Integration scores, which were predicted

only by pre-injury and current intellectual functioning.

Collectively these results indicate that learner status may help determine the extent
to which an individual can adapt following an acquired brain injury and that this
latent ability significantly influences their outcome. These dynamic assessments

have clinical implications in determining the level of support or treatment that an

Individual may require.

14
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Chapter 1 : Literature Review

1.1 Defining Brain Injury

Acquired brain injury (ABI) is a term that includes acute (rapid onset) brain injury of
any cause (British Society of Rehabilitation Medicine & Royal College of Physicians,
2003). Acquired brain injuries are often identified and classified by the nature of the

Injury; they can be broadly categorised into the five sections listed below.

e Trauma: A traumatic injury can be thought of as open or closed. A traumatic

open head injury is caused by a force that damages the skull and a
traumatic closed head injury is caused by a traumatic event that does not
damage the skull but does damage the brain (e.g. Blows to the head that
cause the brain to jolt inside the skull with enough force to disrupt neurons
and cause physiological damage).

Vascular Accident: A vascular accident refers to a stroke or a subarachnoid
haemorrhage (where blood leaks from an artery into the space between the
protective outer layers of tissue that surround the brain and, as a result, puts

pressure on the brain).

e Cerebral Anoxia (Cerebral anoxia is a lack of oxygen to the brain which can

result in cell death).
o Othertoxic or metabolic insult (e.q. hypoglycaemia)

e Infection (Meningitis or Encephalitis) or other inflammation (Vasculitis)

15
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Of these classifications, the most frequent to affect the UK population are stroke
and traumatic brain injury (TBI). Males are the most likely to be affected, between

the ages of 15-29, and after the age of 65 (George, 2005).

Severity of injury refers to the effect that the injury has had on the individual at
onset and is quantified by the degree of unconsciousness. Typically this is
measured using the Glasgow Coma Score (Teasdale & Jennett, 1974). This

assessment tool along with others will be discussed in more detail in the section

1.4,

The 2003 national guidelines estimate the number of people requiring
hospitalisation following a head injury at 275 per 100,000 per year. Of these, 25 will
experience a moderate to severe injury. Of the 25 per 100,000, 10-20% will
experience a severe disability or prolonged coma and the remaining 65-85% Wil
make a good physical recovery. There is little to no information provided in the
national guidelines that relates to the cognitive or psychosocial consequences the
brain injury will have. Of the remaining 250 per 100,000 people who did not

experience a severe to moderate injury, there is no information about the impact

their injury had on them.

It is well established that acquired brain injury will often result in cognitive,
behavioural, emotional and physiological impairment. However, at this point in time
there are no conclusive measures that enable us to predict who will experience
what difficulties and to what degree. There are measures relating severity of injury
to pre-injury lifestyle factors that are known to influence or mediate outcome

measures. These, however, are often flawed and none are able to account

16
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sufficiently for the variable and often unexpected recovery that individuals make,

despite the degree of their injury.

The aim of this research is to outline the impact that an acquired brain injury can
have on cognitive, behavioural and emotional function, to explore techniques in
outcome prediction and re-define our understanding of outcome and recovery. It
will critically appraise the evidence base in relation to outcome prediction and will
add to this current knowledge by introducing dynamic assessment, a relatively new
assessment technique to brain injury. This technique will be compared in terms of
its clinical utility to the standard neuropsychological assessments currently available

with particular emphasis on its ability to predict outcome and its potential for

identifying adaptability.
1.2 Outcome and Brain Injury

Having summarised the causes, incidence and nature of ABI, this next section will
outline the range of difficulties that it can cause. It will summarise the different ways
that outcome is measured and predicted, and will critically appraise the current

evidence base. Following sections will introduce the concept of recovery and
compare this to the outcome models currently applied to the brain injury field. The
definition and role of rehabilitation will be discussed as a moderating influence on

injury and outcome. Other factors that affect outcome will also be outlined.

1.2.1 The Impact of Brain Injury

Is it understood that lesion locality will have a significant effect in determining the

manifestation of the clinical symptoms a person can experience following brain
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injury (Shallice, 1988). Unfortunately it is rare that only one part of the brain is
affected following an acquired brain injury. This is primarily due to secondary
consequences of the trauma or further acute incidences e.g. hypoxia (British
Society of Rehabilitation Medicine et al., 2003). This means that an individual is
likely to experience a diffuse brain injury, as opposed to a focal one, which could
affect many regions of the brain. A diffuse brain injury makes predicting the nature
and degree of difficulties that a person will experience very difficult. The range of
functions that are frequently affected following an ABI can be categorised into four
large groups, these are physical function, communication, cognitive function, and
behavioural / emotional function (Lezak, 2004a). The following section will

summarise the range of difficulties that people can experience within these

categories.

Physical function: Physical symptoms following an acquired brain injury can range
from headaches to paralysis. Within this range, other difficulties commonly seen
are with abnormal muscle tone, problems with coordination and ataxia (shaky
movements and unsteady gait). Senses can also be affected, for example loss of
sense of smell or taste or hypersensitivity to touch, visual or hearing problems.
There can be problems with dysphagia (swallow reflex), which can impact eating

and drinking ability, and increase the risk of aspiration (food and drink entering the
wind pipe) which in turn increases the risk of infection within the lungs. Individuals

who have suffered an ABI are also more at risk of developing epilepsy.

Communication: Every aspect related to communication could be affected following

brain injury, this includes problems with pronouncing words (dysarthria),
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understanding words (receptive dysphasia), being able to use the right words

(expressive dysphasia) as well as with reading and writing.

Behavioural and Emotional: There is a large range of behavioural or emotional
changes that an individual could experience following an ABI. Many of the changes
frequently observed are an understandable reaction to the sense of personal loss
and are often a reaction to the necessary adjustments that are required following a
significant life event. Other difficulties can be a direct result of the physiological

impact to the brain. Common behavioural changes are around problems with anger
and disinhibited behaviour across several areas of functioning. There might also be

difficulty with motivation and initiation; these changes are often associated with the
frontal lobes. Individuals can also find themselves emotionally labile or with a

different temperament. The changes that are frequently reported regarding emotion

are often attributed to the limbic system.

Cognitive (The focus of this research will be on this classification of function): An
acquired brain injury can impact any area of cognitive function and often more than
one area is affected. These impairments can have a far reaching effect on the

individual’s ability to carry out their day to day living. Common cognitive abilities

that can often be affected are memory; attention; concentration; and executive
function. Executive function can be thought of as an umbrella term that includes a
range of abilities such as planning and organisation, concept attainment, problem
solving, impulsivity and error correction. Another frequently occurring cognitive

consequence that can confound all the other difficulties is a lack of insight or self-

awareness. Lack of insight can have a negative impact on self-monitoring which in
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turn can affect social interaction and the safety of that person. It also can impede

motivation to engage in rehabilitation programmes (Flashman & McAllister, 2002).

This research will be examining the effect that cognitive impairment can have on an
individual's life and will explore how cognitive function and learning potential can

predict outcome. First it will be necessary to define outcome.

1.3 Measuring the Impact of Brain Injury

Measuring outcome is an extremely difficult task in brain injury because it suggests
that there is an endpoint that is static and fixed which can be measured. Clinical
research has shown, however, that reaching an endpoint in recovery is unlikely as
people are still changing for better and worse years after their injury (Hoofien,
Gilboa, Vakil, & Donovick, 2001). For any rehabilitation team it is essential to be
able to quantify outcome. Firstly, as it enables an effective way of measuring
Individual progress through a rehabilitation programme, secondly for audit purposes
as it enables rehabilitation teams to show their value/worth. Finally for research
purposes it allows a comparison to be made between individuals and for knowledge
learned to be sent back to clinical practice. Unfortunately the research to date has

been inconclusive, and as a result outcome prediction is still not an exact science;

this will be discussed in more detail in the following section.

Many of the problems in relation to outcome prediction appear to be caused by
semantics. The word ‘outcome’ has different connotations in different clinical

settings. For example, in a hospital setting a good outcome to a medical

professional might mean that their patient lived rather than died. To nursing staff it
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might mean that their patient recovered physically and could be discharged home.
To a hospital Occupational Therapist it might mean that the person could
Independently carry out ‘Activities of Daily Living’ (such as washing, dressing and
making a cup of tea). To a community rehabilitation professional, it might mean that
the individual could go back to some kind of employment. Clinical experience has
found that, to our Service Users, a good outcome is getting back to as many of the
competencies that they used to have, and enjoying similar experiences and options

as they did prior to their injury. For many, anything less is a bad outcome.

With regard to measuring the impact of health related conditions the World Health

Organisation has taken a positive step to reflect the holistic perspective of the
individual. They have moved away from diagnosis and disability (the medical
model); towards a more person-centred approach, which considers the impact that
health related conditions have on an individual’s ability to function in the context of
their environment. This system fits within the biopsychosocial model (Engel, 1977;
Engel, 1980). The scale they developed is called the International Classification of
Functioning (ICF) (World Health Organisation, 2001) and was designed to help
describe how people live with their health conditions. The focus is on functioning

and participation in activities rather than on their health condition. The ICF works
from three perspectives taking into account the body, the individual and society.
Impairment in this system is described as any problem in the body function or
structure, such as significant deviation or loss that impacts functioning.  The aim

of the ICF was to move away from the dichotomous definitions of disability and

functioning. Instead, these two are put together and the outcome of this is
described as the relationship between an individual’'s health condition and their

contextual factors (e.g. their environment, supports and personal factors). In this
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way outcome can be measured adaptively regardless of the health condition, using

the same tool with the same terms.

Using this perspective of disability and impairment it is thought that the best way to
assess outcome following an ABI is to understand how an individual is able to carry
out common functional roles, e.g. living and working within the community; and
perhaps more importantly to understand what changes have occurred to their
community integration following their injury. Whilst the ICF has the right concept, it
Is exceedingly detailed, covering every possible function that could be impacted

upon. Until this has been addressed and a more user friendly tool created, an

alternative outcome measure will be needed.

Some researchers have used employment as a gauge of outcome following ABI,
particularly as it has been found to be important to Service Users. Levack,
McPherson & McNaugton (2004) investigated the utility of return to work as a
measure of outcome. They compared the range of employment outcomes that
clinicians often place hierarchical value on (e.g. competitive employment is a better
outcome than voluntary employment). The research found that all the participants
put value on working in a paid full-time job, but that other factors were equally
important in determining how they viewed their employment, i.e. as a success or
failure. These factors included whether the work was viewed as productive and
sustainable, as well as how it impacted on their life outside of work and their own
personal values and vocational identity. This is an interesting finding and
emphasises the importance of an individual’s satisfaction as an outcome measure

as opposed to a clinician’s set goal.
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Although employment is an important part of everyday function, it only provides

information about certain aspects of everyday life and for many the measure is not
comprehensive enough to make it a meaningful outcome measure. A questionnaire
that seems to fit within the ethos of the ICF, which has been designed for brain

injury and covers different aspects of function, including employment, is the

Community Integration Questionnaire.

1.3.1 Community Integration Questionnaire

The Community Integration Questionnaire (CIQ) (Willer, Rosenthal, Kreutzer, &

Gordon, 1993) is the most frequently cited measure of outcome following brain

injury (Dijkers, 1997; Sander et al., 1999; Kaplan, 2001).

This scale was developed using the World Health Organisation’s then current
definition of handicap (“...a disadvantage for a given individual, resulting from an
impairment, or a disability that limits or prevents fulfiiment of a role that is normal
(depending on age, sex and social and cultural factors)” (Willer et al., 1993) p. 76).
The authors, therefore, defined Community Integration as the opposite of handicap.
Despite the WHO moving away from this type of definition, where disability is seen
as distinct from normal functioning, this assessment still fits with the new definition
of function provided by the WHO, and is still one of the only available outcome tools
that has been developed specifically for a brain injury population within the
community. Willer et al (1993) designed the tool as available outcome measures
were designed specifically for other populations (e.g. Craig Handicap Assessment

and Reporting Technique (Whiteneck, Charlifue, Gerhart, Overholser, &
Richardshon, 1992)).
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Operational definitions for community integration usually refer to employment and
independent living. Willer et al (1993) aimed to assess three distinct factors of
community living; vocation, family and social. Together with professionals in the
brain injury field, they initially developed a forty-seven item questionnaire that was
administered to forty-nine people. Factor analysis established three factors from
fifteen correlated items. The three sections of the CIQ were labelled Home
Integration, Social Integration and Productive Activity and a total ClQ score is also
provided. Home Integration considers participation in activities related to operation
of the home (e.g. shopping for groceries, preparing meals, doing housework, caring
for children and planning social gatherings). The Social Integration scale relates to
activities associated with outside of the home (e.g. going shopping, leisure activities
and socialising). Productive Activity relates to the extent to which individuals are

involved in purposeful activities outside of the home (e.g. employment, education

and volunteer activities).

Coefficient alpha for the overall CIQ was .76 which indicated adequate internal
reliability. A second pilot of the CIQ was administered to 16 people and test-retest
reliability coefficient was .91 for individuals and .97 for family. Subscales
coefficients for brain injured individuals were found to be .93 for Home, .86 for
Social and .83 for Productive Activity. Scores for family members were .96 for
Home; .90 for Social and .97 for Productive activity. The authors of this
questionnaire took the correlations between family members and patients as

evidence for inter-rater reliability. Further evidence for test-retest reliability was

provided by Sander et al (1997; 1999).
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Some criticisms of the CIQ have been raised in a paper by Diijkers (1997) regarding
the inconsistency in the metrics (e.g. on some items of the assessment doing things
independently receives a high score whereas in other sections doing things
independently is not viewed positively). It was also noted that despite the authors
basing their definition of community integration on the WHO definition of handicap,
they failed to account for all six dimensions that were highlighted (omitting physical
independence, orientation, economic self sufficiency and mobility). An interesting
fact is that despite the test being developed over ten years ago, and it still being
used to measure outcome, no normative data has been provided. This would be a

valuable and much needed contribution (Sander et al., 1999; Kaplan, 2001).

Without norms an alternative suggestion to make the scores more meaningful is to
measure the change in integration levels following injury, getting a measure of pre-

injury levels and comparing it to post- injury levels. (Dijkers, 1997; Van Baalen et

al., 2003).

In more recent years others have developed scales for measuring community
integration, one of which being the Community Integration Measure (CIM) (McColl,
Davis, Carlson, Johnston, & Minnes, 2001). This had nine factors, identified by
brain injury survivors who defined what is important for community integration
success. These were: 1) know the rules and how to follow them, 2) know their way
around, 3) are accepted for who they are, 4) have people in the community with
whom they feel close, 5) have relationships with different kinds of people in the
community, 6) find things to do in their leisure time, 7) have something to do that

makes them feel productive and worthwhile, 8) have some degree of independence,

9) have a suitable place to live.  Comparison of the CIM and a revised edition of

the CIQ have shown that they measure different aspects of community integration,
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with the CIM focusing on the more individual experiences, and the ClIQ more on

objective and observable facts (Minnes, Carlson, & McColl, 2003).

The CIM is a very useful assessment that focuses on the personal experience of
the individual and, clinically, is a useful way of understanding how the individual
rates their own outcome. For the purpose of this research, however, the CIQ will be
used, as it provides a more objective and therefore comparable outcome measure.
Whilst the CIM taps into personal and emotional feelings of integration which

requires insight and psychological mindedness, the CIQ can be completed based

on observable information provided by the client and their family.

1.4 Predicting Outcome

The evidence base for prognosis and outcome following brain injury is both vast
and contradictory. The majority of outcome prediction research currently focuses
on information taken at the acute stage of recovery such as Glasgow Coma Scale

(GCS) (Teasdale et al.,, 1974) scores, and length and depth of Post Traumatic
Amnesia (PTA).

The GCS is a widely used tool that measures the degree of unconsciousness
following head injury. The assessment provides a standard score for observable
behaviours that determine the level of consciousness of an individual. The scores
range from fully awake and alert (15/15) to completely unresponsive (3/15). The
GCS assesses three modalities of function; eye, verbal and motor responsiveness.

The assessment uses a fifteen-point scale divided into the three aforementioned
categories with a total score of four for optimal eye responsiveness (eyes open

spontaneously), five for the optimal verbal response (orientated) and six for the
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optimal motor response (obeys command). These three behaviours are scored
according to the best observable response and are then summed to give a total
GCS score. The severity of the head injury is often classified according to the GCS

score (severe: 3-8, moderate: 9-12 and minor: 13-15), although arguments have
been made that providing a total score for the GCS is misleading because it
suggests that the three subscales are connected. The amalgamated score also
prevents a clear understanding of the individual’s performance on each subscale

making it a weaker scale in monitoring change in levels of consciousness over time

(Koch & Linn 2000).

The strength of the GCS lies in its simplicity, it takes little time to administer and can
be used across disciplines. It is most useful in the acute stage and scores recorded
during the first twenty-four hours have predictive ability for outcome in an untreated
population (Koch & Linn, 2000). GCS has been found to have good predictive
power following ABI with more predictive ability than site of injury, age, CT
abnormality or surgical intervention (Bishara, Partridge, Godfrey, & Knight, 1992).
Other research has found relationships between depth of coma and severity of
cognitive impairment one year post- injury, (Dikmen, Machamer, Winn, & Temkin,
1995). These results, however, found such variance within the severity levels that
the authors had to conclude that cognitive performance could not be accurately
predicted by severity of injury. Studies have suggested that the GCS is more than
capable of accurately predicting outcome at either end of the severity scale but is
not sensitive enough to discriminate between the less severe impairments (perhaps

due to its weak internal validity) (McCullagh, Ouchterlony, Protzner, Blair, &

Feinstein, 2001; Koch et al., 2000).
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Although the GCS is a helpful assessment and in practice is frequently used in the
acute stage, there are weaknesses to it that may relate to the variance in prediction
scores that have been found. A clinical problem that has been reported is down to
the inter-rater reliability. Whilst the rules for scoring the GCS are clear; in practice
problems have been found within the clinical setting (Koch et al., 2000). The
variance in reliability has been shown to be due to other factors that have
contaminated the presentation of the patient (Stambrook, Moore, Lubusko, &
Peters, 1993). It is often the case that when patients suffer a traumatic brain injury
they are under the influence of alcohol or illicit drugs. The GCS score only
measures the depth of unconsciousness as a direct consequence of the injury, with
no consideration to what factors might be contributing to the score. It is also
common that following a traumatic injury, patients may need to be sedated to keep
them stabilised — in this situation any GCS score would not accurately reflect the
individual’s depth of unconsciousness, as a result of their injury. Clinicians also
experience difficulty when scoring patients who have a tracheostomy and are
therefore unable to verbalise. It is recommended that a ‘T’ is marked for the verbal
résponse instead of a score, however more often than not, only a total GCS score is
reported. Despite these difficulties the GCS is still the most commonly used

assessment tool for measuring levels of unconsciousness following head injury and

IS still used as an indicator of outcome.

Another measure that can be collected at the acute stage and is thought to have
prognostic abilities is the length of time that an individual experiences Post

Traumatic Amnesia (PTA). PTA can be described as a period of confusion and
clouded consciousness following a head injury. There are several scales available

that measure the severity of PTA (Galviston Orientation and Amnesia Test (GOAT)
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(Levin H., O'Donnell, & Grossman, 1979), Westmead Post Traumatic Amnesia
scale (Shores, Marosszeky, Sandanam, & Batchelor, 1986). These were developed
to provide an objective view of the individual’s orientation to time, place and person
and concurrent memory. PTA is most accurately measured if the scales are used
consistently over a period of days allowing the clinician to track changes over time
(McFarland, Jackson, & Geffen, 2001). Because it is common for an individual
suffering from PTA to experience periods of time where clarity of memory and
orientation is restored, it is important not to consider someone ‘out of PTA’ unless

they have scored above the cut-off for three consecutive days (Shores et al., 1986).

Like the Glasgow Coma Scale, Post Traumatic Amnesia assessments provide a
total score allowing for a clear determination as to whether a patient is above or
below the cut-off. More recently studies are beginning to take notice of the direction
of recovery i.e. the order of recovered symptoms. This hierarchy of symptoms

should allow for a clearer understanding of each patient’s recovery (McFarland et

al., 2001).

PTA has been found to be very useful in predicting outcome after head injuries,
(Bishara et al., 1992). Unfortunately the standardised scales are not commonly
used in hospital settings, and this will often mean that the hospital staff have to
make subjective determinations about whether the individual is suffering from PTA
or not. These estimations weaken the understanding of the individual’'s rate of
recovery. Clinically, it has also been observed that conducting assessments

regarding orientation to time and place is difficult to do in a hospital setting. This is
because it is not uncommon for people who are not experiencing PTA to forget

what day of the week it is, or which county the hospital is in, so the hospital

29
Chapter 1: Literature Review




environment either masks or exacerbates the symptoms. Some questions that are
included on the GOAT referring to recollection of how the individual got to hospital
and what they recalled just prior to the accident are also clinically meaningless as it
is rare that people are ever able to recall this information. People frequently either

guess or provide information that they have been told; making it no longer an

assessment of memory, but of logical reasoning.

Clinical experience has established that it is rare for standardised PTA scales to be
used as routine by hospital staff in the acute setting. This means that information
which has valuable predictive power in relation to outcome is lost. Often it is only

when the individual is being seen by a specialist brain injury team that this
information is collected, or perhaps a retrospective estimation is attempted to be

calculated, which is often far from accurate. This makes a measure of PTA difficult

{0 use as an outcome predictor.

1.4.1 The Role of Cognitive Assessment to Predict Outcome

Neuropsychological assessments are frequently used to guide estimations of

severity regarding outcome, despite not being designed for that purpose. Although
cognitive tests were not designed to measure outcome, it is understandable why
clinicians and researchers want to investigate cognitive function. There is a logical
relationship between cognitive impairment and its impact on day-to-day ability.
Research investigating the relationship between cognitive impairment and
functional activities has found that people with good intellectual ability, memory and
learning are more likely to be independent in managing personal finances, and

require less environmental structure and assistance (Farmer & Eakman, 1995).

The authors found that many cognitive functions (e.g. immediate verbal memory,
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attention, abstract reasoning and fine motor coordination) were not significantly

associated with successful completion of instrumental activities of daily living
(IADLs) (for example managing money, driving, preparing a complex meal),
although verbal processing was. The authors concluded that these certain
cognitive functions may be easier to compensate for and that cognitive function

alone is not enough to predict functional outcome.

Other research (Kibby, Schmitter-Edgecombe, & Long, 1998) explored the
ecological validity (ecological validity refers to a test’s ability to reflect real life
functioning) of some neuropsychological assessments (the Wisconsin Card Sorting
Test and the California Verbal Learning Test) and found that the measure of
perseverative responses predicted occupational status rather than job performance.
This is an interesting finding, and suggests that some assessments do have a role

In predicting ecologically valid outcomes, although possibly small facets of outcome

as opposed to overall function.

Further research investigating outcome for people with different severity ratings of

brain injury between six and twenty-four months post-injury found that there was a
positive relationship between severity of injury and level of cognitive impairment
(Hellawell, Taylor, & Pentland, 1999). The authors’ view was that cognitive
impairments are indirect markers that reflect functional outcome, as opposed to
being measures of outcome themselves. This conclusion re-emphasises the utility
of neuropsychological assessment as a guide to impairment, rather than as an end

point that reflects the individual’'s outcome. Colantonio et al (2004) further

supported this by concluding that cognitive impairment was related to activity

limitation. Their research also found a significant correlation between the
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individual's self rated health and Instrumental Activity of Daily Living. Ezrachi et al
(1991) found that cognitive functions were the best predictors of employability prior
to a rehabilitation programme, but that after the programme the best predictors of
outcome were acceptance and measures of awareness. Cognitive factors that also

predicted post-programme outcome were visual processing and verbal categorical

reasoning.

1.4.2 Emotion and Qutcome

In a ten year follow up study Hoofien et al (2001) concluded that there are
permanent difficulties following brain injury. The employment rate of brain injured
individuals was lower than the national average, although the authors comment that
it was higher than other studies have found. Common types of employment were
usually low level clerical and work stability was found to be generally low. With
regard to predicting outcome, the authors investigated four functional aspects;
vocational, family, social and independence in activities of daily living (ADL). The
first three were found to be related to psychiatric symptoms and not to intellectual
abilities, whereas only independence in ADL was related to 1Q and not psychiatric
symptoms. The authors concluded that the factors which influence long term
disability are more related to psychiatric and behavioural difficulties rather than
cognitive aptitudes and abilities. This finding is supported by the research
mentioned earlier (Ezrachi, Ben, Kay, & Diller, 1991) which found that acceptance

and awareness were the most efficient post-programme predictors of both

employability and work status.
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1.4.3 Other Factors Related To Outcome

A recent investigation (Ownsworth & McKenna, 2004) reviewed fifty empirical
research studies to assess which are the most consistent predictors and indicators
of employment outcome. They identified that the best predictors are pre-morbid
occupational status, functional status at discharge, global cognitive functioning,

perceptual functioning, executive functioning, and involvement in vocational

rehabilitation as well as emotional status.

1.5 Rebhabilitation and Outcome

Rehabilitation has been defined in terms of a concept and a service. The concept is
the
"Process of active change by which a person who has become
disabled acquires knowledge and skills needed for optimal physical,

psychological and social function.”

The service is the

“Use of all means to minimize the impact of disabling conditions and
to assist disabled people to achieve their desired level of autonomy
and participation in society”

Cited in (British Society of Rehabilitation Medicine et al., 2003).

Rehabilitation in brain injury is an important concept to discuss. As with the term
outcome, ‘rehabilitation’ will have different meanings in different settings. The
definition of ‘rehabilitate’ in the Oxford Dictionary (Oxford University Press, 1997) is
"to restore to effectiveness or normal life by training, especially after imprisonment

or lliness”. In brain injury this definition can be misleading. As the impact of a brain
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injury can be physical, cognitive, communicative, emotional and behavioural, it is
important to be clear to family and Service Users about the purpose and limitations
of rehabilitation. Clinical experience has shown that during the initial stages of
recovery, families and Service Users are most keen to fix what is obviously
changed, e.g. physical impairments, speech difficulties, and epilepsy. It can often
be in these areas that the best results are seen. It can be at this point that the more
debilitating cognitive, emotional or behavioural impairments surface, and the true

impact that the brain injury has had, becomes known.

&

Rehabilitation comes in different shapes and sizes and as such there is a great deal

of conflicting information regarding the efficacy of different styles of intervention.
Despite the differences in the packages, the ultimate goal is frequently reported as
aiming to get the individual back to the roles they had pre-injury where possible.
Butler et al (1989) report that this usually entails vocational readjustment or
rehabilitation. More recently Sorbo, Rydenhad et al (2005) recommended using the

new ICF to set goals, and tailoring their rehabilitation package to each individual's

needs.

In reaction to the rising pressure on the NHS to streamline finances in the public
spending budget there has been a recent surge in interest in the efficacy of
rehabilitation and when it is best to implement these packages. Once again, the
findings have been mixed, e.g. Sorbo and colleagues (2005) asked ‘What makes

the difference in outcome after severe brain damage?’ Their research concluded

that outcome was helped by early-formalised rehabilitation: a continuum of care and
a long-term follow up. Early formalised rehabilitation was defined as “...formalised

interventions by a specialised brain injury rehabilitation team within fifty days...”,
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and outcome was assessed at two years post injury in the form of interviews,
clinical features, Functional Independence Measure (FIM) (Keith, Granger,
Hamilton, & Fielder, 1987), Glasgow Outcome Scale (GOS) (Jennett & Bond,
1975) and Extended GOS (Teasdale, Pettigrew, Wilson, Murray, & Jennett, 1998).
The vague definitions of rehabilitation unfortunately do little to guide clinicians, as
they fail to quantify levels of intensity or focus of rehabilitation. As this research was
set in a hospital environment they relate to very specific and limited goals set by
professionals as opposed to Service Users themselves. The difficulties arising from
the semantics of ‘outcome’ are illustrated here; outcome is measured from a very

functional perspective with little attention paid to the individual's experience of

getting back to their old roles.

Recent research has attempted to answer the frequently asked question of ‘When
should rehabilitation be commenced and what should it look like?’ (Chesnut et al.,
1999; Bajo & Flemminger, 2002). Both studies concluded that the available
evidence is unclear and insufficient to create national guidelines or standards. Bajo
and Flemminger's research indicated that some areas of dysfunction have an
obvious focus for rehabilitation e.g. physiotherapy for hemiplegics etc, but that in
the domain of cognitive and behavioural problems there is little consistent
iInformation available. One thing is unfortunate but certain; the cost implications of
specialised inpatient rehabilitation means that it is becoming more and more
important to ascertain the efficacy of these services and whether the outcome they

achieve is worth the cost to the fund holders.

These are interesting points, but not questions that will be addressed directly by this

research. The efficacy of rehabilitation services is an important topic but, as all of
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the participants in this research will have undergone different rehabilitation
programmes and will be at differing stages of recovery; this topic is beyond the
remit of this study. It is hoped that this research will be able to add to the evidence
base in predicting who may be best placed to benefit from rehabilitation, by

investigating the measure of learning potential; this will be discussed in more detall

In section 1.8.

As the focus of this research is on understanding the impact of cognitive impairment
following an ABI, a following section (1.7) will outline the current models that are
used to reflect normal cognitive function. This is with a view to understanding the
theoretical and practical implications of impairment in each domain. Prior to this,
however, section 1.6 will explore the differences in meaning between outcome and
recovery and provide a definition that will be applied to this research; this is felt

particularly prudent in light of the difficulties highlighted earlier in relation to the

studies measuring and predicting outcome.

1.6 Outcome versus Recovery

This chapter has discussed some of the limitations of using the term ‘outcome’
following an ABI. It has shown the importance of prognosis in guiding clinicians,
Service Users and their families towards realistic expectations of future functioning.
The current evidence base has shown that factors which predict outcome often
centre around the severity of the injury or its resulting cognitive impairment. These
variables have been shown to have relationships with outcome but there are often

inconsistencies in findings which cannot account for the recovery rates of some.

This research suggests that the evidence base has failed to comprehensively
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account for outcome because it has failed to consider the individual and what they

bring to their recovery process.

A model that has been developed in the mental health setting which takes a much

more person-centred approach is Anthony’s (1993) recovery model, where recovery

Is defined as:

“...a deeply personal, unique process of changing one’s attitudes,
values, feelings, goals, skills, and/or roles. It is a way of living a

satisfying, hopeful, and contributing life, even with limitations caused
by the iliness. Recovery involves the development of new meaning and

purpose in one’s life as one grows beyond the catastrophic effects of

mental illness.” (p.19)

In the recovery model it is the individual’s responsibility — where possible, to enable
change by firstly being insightful into their impairments and secondly to be willing to
want to work towards their recovery. It puts an onus on the individual to take an

active role in their recovery, shifting the focus of control back to the individual rather

than to external agencies such as medical and health professionals. It requires the
individual to step out of the sick role, and work on developing their self-awareness
and self-acceptance (Darton, 2002). Where an individual cannot show insight into
their impairments they cannot show a willingness to work towards recovery and
therefore the recovery model does not apply. In these situations, an individual

cannot be abandoned and must be cared for until they are ready to take the first two

steps (Munetz & Frese, 2001).
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An individual with insight into their impairments, and how these impact their ability
to carry out daily activities, is likely to be motivated to change. If they have more
control over their rehabilitation programme, e.g. being involved in designing it,
choosing how they receive it, they may be more committed to it. In the mental
health settings the recovery framework is embraced by psychologists whenever
they “assist a person in realising his or her potential as a unique human being who
IS not defined by an iliness” (Frese & Davis, 1997). It could therefore be seen as the
role of the health professional to enable the individual to understand their
iImpairments and to show them their limitations and capabilities. Perhaps more
importantly it is essential for the professional to determine the level at which to tailor
the intervention. This should be dependent on the individual’s readiness to change
(Prochaska, DiClemente, & Norcross, 1992), as well as their potential for
development (Darton, 2002). With this in mind it is possible to show an individual

how much they can live outside of their impairments rather than how their

impairments restrict them.

Although this model is designed for individuals with complex and enduring mental
health problems, it sits comfortably with the evidence that has shown that self-
awareness and acceptance are moderating factors for predicting outcome (Ezrachi
et al.,, 1991) and that interpersonal psychiatric symptoms — such as depression,
loneliness and sense of burden, affect outcome (Hoofien et al., 2001). The
Recovery model works from a person-centred approach and can therefore be used
to conceptualise recovery and outcome following acquired brain injury. This is

further reinforced by Newnes (2006), a clinical psychologist who suffered an ABI

and described his process of recovery as “a new way of seeing himself as he was
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and is". Newnes asks the question “Do we recover, or do we move on, assimilate,

or adjust?” (p.48)

1.6.1 Factors that influence recovery

Factors other than those relating to the severity or impact of an acquired brain injury
have been shown to have an influence on recovery. These include pre-injury

lifestyle such as productivity and education, and socioeconomic status (SES), as

well as misuse of alcohol and drugs.

Research has found support for each of these as having a moderating effect on
outcome, with each factor influencing certain aspects of it. For example Hoofien,
Vakil et al (2002) found that SES factors were significantly related to cognitive,

vocational, psychiatric and social outcome, whereas acute measures of severity

were related most to functional outcome.

Research investigating the impact of drug and alcohol misuse has found that
intoxication at the time of the injury has implications regarding length of stay in

hospital and is correlated with poorer discharge status. A history of substance
misuse has an influence on mortality rates and poorer neuropsychological outcome
(Corrigan, 1995; Kelly, Johnson, Knoller, Drubach, & Winslow, 1997; Solomon &

Malloy, 1992). Substance misuse following ABI can also complicate recovery

(Bombardier, 1995).

1.7 Cognitive Impact of Brain Injury

As this research aims to investigate whether a measure of learning potential is

useful in predicting recovery, it is important to outline the factors which could affect
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learning ability. Therefore this section will be dedicated to outlining a range of
cognitive functions that may be compromised following an ABI, as well as what
impact these can have on functional ability. A current and appropriate model will be
applied to each of the cognitive functions to outline the theoretical and practical
issues that they create. Cognitive and neuropsychological models have been
chosen as they best guide professionals to understand normal and impaired
cognitive function, along with the implications of managing them. They ensure that
we can explain, understand and predict performance in different domains (Wilson,
2002). Outlining these models of cognitive ability will guide the expectations of

function and how this can impact on recovery as well as affect learning potential.

The range of cognitive functions is vast and overwhelming and often different terms
are applied to the same ability. There appear to be an almost infinite number of
models which all seem to describe a miniscule element of ability. Whilst all of them
have an important part to play in understanding cognitive function, they are not all
helpful for this research. On this basis it was decided that broad areas of cognitive
ability would be covered in a cursory fashion. Particular attention will be paid to the
dimensions that have a significant impact on functional ability following ABI and

those which could play an important part in shaping learning ability.

A useful classification for the range of cognitive functions was outlined by Lezak

(2004a), who considered that cognitive function could be broadly categorised into

receptive functions, memory and learning, thinking processes and expressive

ability. Within these categorisations there are a number of functions which have

been represented visually in Figure 1 on the following page.
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Figure 1: Visual Representation of Lezak's Classification of Cognitive
Function, with models chosen to represent each function.
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The functions outlined in Figure 1 that could have an effect on the patient
population investigated here will be explored in more detail below. These have
been shown in blue. The remaining functions are those felt not to have an effect on
this population (i.e. expressive and receptive dysphasia), or that have been covered

through discussion of the other functions (i.e. behaviour).

1.7.1 Attention

Attention is a broad and often unclear term that has never been well defined. On an

intuitive level, it is incredibly important and has an impact on the majority of

functioning. Its importance was well outlined by Wood (2005) who wrote that

attention is:

“...a thread which runs through the fabric of human life, integrating cognitive

and emotional components of social behaviour. It is also a process which Is

fundamental to new learning...” (p. 218)

Whilst this emphasises the importance of attention, it does not describe the process

in any detail. An alternative definition based on a more cognitive perspective was

provided by Andrewes (2001) who defines attention as:

. a limited-capacity process that allows the preferential processing of

certain sensory or imaged information at the expense of other stimuli” (p.

204)
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Attention appears to consist of several subcomponents, which are not entirely
distinct, but can be separated. These subdivisions consist of selective, divided and

sustained attention and processing speed.

1. Selective attention refers to one’s ability to choose what is being attended

to; impairments can result in problems with distractibility and inability to

focus.

2. Divided attention refers to an ability to focus on two tasks at once;
impairments here can result in people having problems multi-tasking.

3. Sustained attention refers to one's ability to maintain attention for long

periods of time. Impairments with this system can leave people feeling
fatigued more easily, slowing down and becoming more error-prone if forced
to concentrate over long periods.

4. Processing speed refers to an ability to apply oneself for a period of time
(and the relative speed that a task can be completed within that time).
Impairments in this area of function will mean that people function at a

slower level than they would have pre-injury.

Even though it has long been recognised that attentional disorders reflect a variety
of mental and neural processes (Posner & Petersen, 1990), these processes
remain poorly understood. Being able to attend to events is essential for intentional
learning. Those with attentional impairments are unable to allocate cognitive
resources adaptively. Attention drives the flow of information processing and

facilitates, enhances or inhibits other cognitive processes. This means that
attention can both drive us toward and withdraw focus away from particular issues.

This then allows other issues to be effectively focused on. The primary function of
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attention is to select information which may be required for further processing and

allow us to respond in ways which are in line with the demands of the task.

Attention and the Evidence Base

Research in the field of attention has focussed on understanding how our brain
chooses what to attend to (i.e. how do we pick which bits of sensory information we
want to focus on?), as well as theorising whether our attention systems work by
enhancing relevant information or inhibiting information that is deemed not

important. It is commonly accepted that the attention system does in fact do a bit of

all of these (Treisman, 2004), depending on the goal and the circumstances.

With regard to how information is attended to, theories have suggested that sensory
Information can be processed early (e.g. sound) or late (e.g. meaning). Research
conducted by Lavie (1995) concluded that the attentional system is capable of
attending to information by both means and that this is dependent on the perceptual
load, i.e. the more there is to focus on, the less meaningful the analysis (supporting

early selection) as opposed to when there is less to focus on (meaning more in

depth analysis can be carried out).

Triesman (2004) suggests moving away from an information processing model,
where attention is represented as a component of a ‘pipeline’ along which
information flows. She suggests a more interactive system, with re-entry and
parallel streams of information being analysed. Her research attributes the ventral
areas of the brain for processing “what” information and the dorsal areas for

processing “where” information.
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Other neuropsychological studies have attempted to identify which areas of the
brain are responsible for what functions. Humphreys & Samson (2004) consider
the dorsolateral prefrontal cortex as a store for holding information online. Posner &
Petersen (1990) identified an ‘anterior attention system’ in the frontal lobe which
they felt played a part in the detecting role of attention and sub-serve semantic
associations. They identified a ‘posterior attention system’ involving the parietal
lobe and cortex playing a key role during visuospatial attention. Reisberg (1997)
concludes that the parietal cortex is necessary for disengaging or switching a task

and that the ‘anterior attention system' appears to have a role in co-ordinating and

keeping track.

It is generally accepted that attention is viewed as a limited resource, with
competition between stimuli putting pressure on ability to perform at optimum level.
This is more transparent when both tasks are novel and therefore require effortful
processing as opposed to a familiar task which might be carried out automatically.
Attention that is elicited automatically with little effort on the basis of everyday

environmental cues can be categorised as being ‘automatic’.  Schneider and

Shiffrin (1977) consider automaticity as a sequence of activation which occurs in
response to a particular stimulus, thereby requiring minimal effort and negligible
conscious processing. In contrast, controlled processes will be a new sequence of
activation that is under the conscious control of the individual and, as such, has a
limited capacity. The advantage of the controlled processing is that in situations
which require considerable task flexibility they are capable of being manipulated

and altered. They are Initially applied in novel situations where automatic

sequencing has never been learned.
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For the purpose of this research the Controlled and Automatic Processing model

will be used to further the understanding of attention.

1.7.2 The Working Memory Model

Working Memory (Baddeley & Hitch 1974) is the system that allows information (of
a limited capacity) to be held active or “on-line” whilst other cognitive functions are
being executed. Within the original Working Memory model there are three distinct

systems; the central executive and the two slave systems; the phonological loop

and visuospatial sketchpad.

This model was originally developed to account for some of the inconsistencies that
were found within the then models of Short Term Memory (Atkinson & Shiffrin
1968). It attempted to explain the relationship between types of encoding and Long
Term Memory and why it was possible to have an impaired Short Term Memory but

intact Long Term Memory (which does not fit an information processing model).

The Phonological or Articulatory loop has been the most researched of all the
systems and is thought to be responsible for managing incoming verbal information,
it has two parts; an active store where information is rehearsed and processed for
storing in the memory systems and a passive store which temporarily accumulates
articulatory information. The Visuospatial Sketchpad stores information about

appearance and spatial components and possibly kinaesthetic components as well

(Baddeley, 2000).

The role of the central executive is to supervise or co-ordinate these two slave

systems and there has been much debate about how it does this and what
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relationship there is between this and other cognitive functions. Researchers have
found evidence that the dorsolateral prefrontal cortex plays an important role in the
management of the Central Executive System (CES), (McDowell, Whyte, &
D'Esposito, 1997; Faw, 2003). As the Central Executive has a lot of organisational
elements to it, the relationship between working memory and executive functions
has been investigated. Working memory has been described as a system that can
be fractionised, e.g. into focusing attention, switching attention, activating
representations in LTM, coordinating multiple task performance (Gilhooly, Wynn,

Phillips, Logie, & Della Sala, 2002), many of the skills that are often used under the

umbrella term of executive functioning. In predicting performance on tests of

executive function, the role of working memory and inhibitory processes were found
to account for a successful completion (Zook, Davalos, DeLosh, & Davis, 2004).
However in another study (Parente, Kolakowsky-Hayner, Krug, & Wilk, 2001) no
correlation was found between measures of working memory and a test of
executive function. The authors concluded that there is not an obvious relationship
between working memory and the role of managing, prioritising, sequencing and
optimisation.  Kimberg & Farah (1994) report that damage to the frontal lobes
(often regarded as the seat of executive function) weakens the association among

working memory representations with different elements of working memory being

found in different parts of the frontal cortex. Handley, Capon et al (2002a) found
that the CES was involved in a wide range of deductive reasoning tasks. Using the
Tower of Hanoi (ToH), they identified that the visusospatial sketchpad plays a role -
whereas the phonological loop does not. Research into the properties of the

Working Memory Model and how it accounts for cognitive impairment has shown
that although it does not correlate with learning and retention, it is a predictor of

both (Parente et al., 2001). Authors concluded that working memory is therefore an

47
Chapter 1: Literature Review



early stage of information processing as opposed to a short term memory storage

vault.

In a review article Baddeley (2000) summarised some research that does not sit
well with the original model (e.g. there is evidence that the two slave systems are
somehow interlinked because when verbal information is visually simiI;r, it is better
recalled. Meaning also has an affect on the ability to recall sentences and prose
passages). Baddeley éubsequently added a fourth component to the model called
the episodic buffer (please refer to Figure 2 for a representation of this model). This

butfer is also controlled by the Central Executive and like the other two slave

systems has limited capacity; however, in addition to this it can integrate knowledge
from a variety of sources. The information that this buffer holds contains

information about space and time and is thought to feed into and retrieve

information from the Long Term Episodic memory.
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Episodic Buffer Phonological
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Figure 2: A Visual Representation of the Revised Working Memory Model
According to Baddeley (2000)

This model is supported by research (Handley, Capon, Copp, & Harper, 2002a)
which found that although working memory can be seen as fitting a multiple
resource model, it is best explained when you allow the three factors (Central
Executive, phonological loop and visuospatial sketchpad) to correlate, suggesting
that they are linked in some way. In the original model this was not possible as the

visuospatial sketchpad and phonological loop are distinct and cannot interact.

Their research suggests that the role of the working memory has far reaching
consequences and is integrated with several other cognitive functions. There
appears to be considerable overlap between functions such as attention and
executive function although working memory seems to be distinct from them.
Impairment in the working memory system will have an impact on the ability to
actively hold and manipulate information, which in turn will influence how well
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information can be encoded, stored and retrieved. Therefore impairments in this

field can lead to problems'with consciously attending to stimuli, problem solving and

memory.

1.7.3 Executive Function

Whilst the term Executive Function is used a great deal in the field of
neuropsychological rehabilitation, there is little consensus as to what this actually

refers to. Despite this it is generally accepted that this phenomenon is responsible

for the formulation and implementation of goal oriented behaviour. What skills are

involved in this appear to include a large number of functions which share a family
resemblance i.e. planning, organisation, controlled behaviour (e.g. inhibition),
flexible thought and monitoring. Impairment in executive function can influence
either discrete or a broad range of abilities. The result of this impairment can be
problems with cognition i.e. planning and reasoning or perhaps more obviously with

behaviour, such as inhibition and impulsivity, the impact of which can carry

considerable risk to the individual.

The model that is felt most suitable for this research to account for the complexity of
the Executive Function System is the Supervisory Attentional System (Norman &
Shallice, 1986). Interestingly, this model was proposed by Baddeley as one that
could explain his Central Executive System for the Working Memory Model. The
CES as previously mentioned shares many of the functions that are incorporated
under the Executive Function role, which highlights how these systems can be

connected and are not distinct. The SAS model accounts for behaviour in different
situations by suggesting that certain triggers will activate ‘action schemas’ which

inform our response. In routine situations this process is automatic and requires no
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thought’, in situations where there are more than one schema that could be
activated, the authors describe how a ‘Contention Scheduling’ system chooses
which of the competing schemas should be activated. Monitoring this process is
the ‘Supervisory Attentional System’ which ensures that the contention scheduling
process is activating the correct schema (i.e. when automatic behaviour should be
overridden) or in novel situations where there is not an appropriate schema to
activate and a new one needs to be generated. The inability to override an

‘automatic behaviour’ could be thought of as perseveration in frontal lobe

dysfunction.

There has been considerable disagreement about whether to label executive
function as a unitary system or a set of diverse and dissociable functions, with
evidence coming from both camps. Kimberg & Farah (1994) are often cited as
supporting the unitary system of executive function, attributing the dorsolateral

prefrontal cortex (DLPFC) as the seat of this system. They concluded that it is
possible that within the DLPFC there may be distinct functions but that they all have
an overall connection. They attribute the dissociations that have been found in
tests of executive function to the weakened associations which are created by
frontal lobe lesions. These associations connect different representations in part of
working memory that was labelled by Goldman-Rakic (1998) as ‘representational
memory’. Frontal lobe lesions, according to Kimberg & Farah, affect the unitary
frontal lobe’s ability to access different representations. Miyake et al (2000)

conclude that executive functions are both diverse and belong to a universal
system. Their research found that the three functions they assessed (shifting set,
updating, and inhibition) were all distinguishable but not completely independent.

They sensibly point out that as the role of the executive functioning system is to
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drive and direct all other cognitive functions, no test taps into executive function in
its entirety and independent of any other ability. They conclude that poor
performance on one test does not justify a conclusion that the individual has
executive impairment. They also criticise tests of executive function because often
they are validated on the basis of frontal lobe function (assuming that only frontal
lobe damage will resuilt in executive dysfunction) whereas people have shown

executive difficulty without frontal lobe lesions. Further criticisms of tests of

executive function come from Manchester and colleagues (2004), who suggest that

the testing environment is so artificial that it might actually mimic the role of the

Central Executive itself (e.g. the examiner tells the person what to do which Is

unlike real life).

In an attempt to bring more detail to what happens to the ‘Supervisory Attentional
System’ (SAS) during a novel situation Shallice, Burgess & Robertson (1996)
provide evidence that the SAS is not unitary in that it carries out a single function,
but that it could be seen as unitary because it has a collective group of subsystems
which all work towards a globally integrated function. They go further and attempt
to fractionise what occurs in contention scheduling to its basic components. They
created three stages that occur when dealing with a novel situation. The first is
‘'strategy generation’ where a new temporary active schema is created. They
suggest that strategy generation can be spontaneous, can come from problem
solving, or can consist of special purpose processes (formation and realisation of
intentions or episodic memory retrieval). The second stage is where the process

that is required to implement the new schema is developed and the final stage

monitors this process and makes adjustments if necessary. The processes that
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occur within these stages are subsystems of the SAS and they moderate contention

scheduling.

An interesting finding is that typically tests of executive function are not related to
intellectual ability. Duncan et al (1996b) hypothesised that this may be because
some subtests of these intelligence tests provide information about crystallised
knowledge, i.e. what is already known, whereas others provide information about
fluid intelligence (i.e. creative intelligence) such as the WAIS subtest ‘progressive
matrices’. The authors consider fluid intelligence the more meaningful measure and
suspected that executive function abilities are related to this. Their research found
that in terms of what affected the shaping of a particular behaviour, this was goal
neglect (i.e. being able to identify what is required but not doing it). They concluded
that the factors which affect this are novelty, weak feedback and multiple concurrent
concerns. Their studies found that there was a relationship between fluid

intelligence and executive function and the authors concluded that they are in effect

the same thing.

1.7.4 Memory and Learning

To the lay person the words learning and memory are often interchangeable;
however for the purpose of this research these functions are not the same thing and
will be defined and distinguished in greater detail below. This research will view
learning as the process of acquiring information or skill and will see memory as the
product of this learning process. The following sections will outline the types of

information that can be stored, and the theories behind how this information is

categorised. There will then be a detailed description of the model of learning that
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has been chosen for this research to aid understanding of the processes and

systems that are involved in learning.

Memory is typically separated into three functions, the ability to encode, the process
of storing and the ability to retrieve information. The encoding process refers to the
way that information enters into our long term memory system. Using the Modal
Memory System (Atkinson & Shiffrin, 1968) information is filtered by a sensory
register and then sent on to the short term memory store. It is in this store that
information could be rehearsed so that it would enter the long term memory store.
Other views arose when evidence was found that these two types of memory were
dissociable. The Levels of Processing model (Craik & Lockhart, 1972) states that
learning is dependent on how much thought is given to the information (how deeply
it is processed). This theory was weakened, however, as there were problems

around how to measure depth of processing, as well as evidence that information

could be recalled that had not been attended to deliberately.

1.7.5 Long Term Memory

Information is thought to be stored in the Long Term memory via different encoding
systems. Two common stores are for information that is Declarative or Procedural.
Declarative Memory relates to stored factual information. It can be further
subdivided into information relating to facts (semantic), information relating to a
contextual time, or events (episodic). It can also include autobiographical
information relating to the individual’s life (however this will not be discussed in any
detail as it does not relate to this research project). Procedural knowledge has

been referred to as ‘how to’ facts. This is thought to relate more to the types of

information that are less easily expressed verbally and often are less conscious.
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For this reason it is often thought of as implicit knowledge. The types of information
that can be stored in the procedural memory system are physical activities that

have become automatic (e.g. driving a car or swimming). It is thought that the basal

ganglia and cerebellum affect the ability to store information procedurally (Goldberg,

Saint-Cry, & Weinberger, 1990).

1.7.6 Retrieval

Studies of retrieval can provide good insights into the processes that are employed

in the storage of information, yet considering its importance there has only been a
relatively small amount of published information concerning it. Whilst it Is

understood that there are different types of long term memory systems (e.g.
semantic and episodic), it is also important to understand the way that this
information is stored within each information system. The most popular theories
have focussed on the declarative memory systems. The ability to retrieve
information is often compared to a library. The vast array of information stored
needs to be catalogued in a meaningful way in order for this information to be found
again. The theories that are currently used to articulate semantic memory are
expressed through the neural and computational models where memories are
represented as chunks of information that are networked together. Original models

(e.g. Quillian’s Teachable Language Comprehender,(1969)) were based on

hierarchical systems. There are now however, more flexible network structures, and
associations can be seen as being strong or weak (allowing the system to express
the fact that memories can be connected with varying strengths). These types of
systems began as the Spread of Activation Models (Collins & Loftus, 1975). The
Parallel Distributed Processing model was first introduced by McClelland &

Rumelhart (1988). It is proposed that within the brain there is a combination of
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networked units. These units are activated in response to certain stimuli and
become organised into modules. The units within each module are highly
connected and communicate within other modules. With regard to accessing these
stored pieces of information, a cue is required (external; from the environment,
internal; as a controlled search, or due to the proximity of that information to
something currently activated). Each time this information is activated, it is

strengthened and the threshold required to bring it ‘online’ is reduced. It has been

questioned as to whether these units can be mapped directly onto the brain and if
they represent neurons. The authors felt that a unit is likely to be a number of
activated neurons and perhaps the information is stored in the trace (of fired
neurons) as opposed to in the neurons themselves. This suggestion is similar to
the consolidation system discussed by Andrewes (2001) whereby certain areas in
the cortex are assumed to be altered when information becomes part of the long
term memory system. Within this suggestion Andrewes makes mention of Hebb’s
(1949) theory of a cell assembly, where a group of brain cells are habitually fired in
a particular way resulting in them changing in structure. This change allowed a

better strength of firing and thus resulted in a permanent circuit (which was the

memory).

Despite there not being a comprehensive model that accounts for Long Term
Memory Storage and Retrieval it is thought that these connectionist models provide
the most interesting and helpful ways of viewing memory. These new models are
appealing because they move away from a pure cognitive model of memory and
towards a neuropsychological perspective. They go beyond the box and arrow
techniques often applied and provide real-time evidence that accounts for how

memories are created, stored and retrieved.
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1.7.7 Learning

Before applying a model of learning it is best to begin by defining what learning is.
If memory is to be thought of as a product of learning, then learning must be the
process (both active and passive). Whilst in cognitive psychology learning is often
thought of as the process related to memory, it also applies to social learning and
classical conditioning, and so the definition should be inclusive of these. A

comprehensive definition of learning has been outlined by Lachman (1997): -

“Learning is the process by which a relatively stable modification in

stimulus-response relations is developed as a consequence of

functioning environmental interaction via the senses.”

Learning can be characterised according to whether it was done actively (explicit
learning) or incidentally (implicit learning). These models of learning serve this

research well as there is a good evidence base that although they are interacting
and co-operating parts of the same system (Reber, 1993), they are relatively
dissociable (Shanks & St.John, 1994) and that implicit learning is more robust to

brain injury than explicit learning (Kessels & de Haan, 2003; Glisky & Schacter,

1989; Glisky & Schacter, 1987; Evans et al., 2000).

It has been suggested that the distinguishing factor between explicit and implicit
learning is the role of declarative knowledge (Kirkhart, 2001). Kirkhart’s study found

that the ability to express information declaratively on an explicit task determined

the accuracy of success and therefore served as a guide during learning, but for an

implicit task it did not.

57
Chapter 1: Literature Review



Implicit learning has been described as less conscious learning, this is because
learned associations can occur without the individual being aware of it. It has been
suggested, however, that just because an individual cannot verbalise information, it
does not mean that it was unconscious (Shanks et al., 1994). Researchers into this
field stress the importance of removing all the explicit elements which could be
impacting performance (Reber, 1993). It should also be as clear as possible that
there is a causal relationship between the implicit knowledge being measured and

the thing which is responsible for the change in behaviour (as opposed to other

explicit factors) (Shanks et al., 1994).

Implicit learning is thought to be the default system used in learning and it acts as
the foundation process for the development of tacit knowledge (Reber, 1993). It is
also thought of as decaying less easily over time, when compared to explicit
knowledge, and does not appear to be related to the depth of encoding (Berry &

Dienes, 1993). A possible weakness of knowledge learnt implicitly is that it can only
be accessed in certain ways. This means that it is not best assessed in forced

choice and free recall situations (which are best suited to declarative knowledge).

Explicit learning can be thought of as the process of encoding and storing all other

forms of information. It is thought of as more active because the individual is more
consciously aware of the process of learning the information and is able to express
it more easily. In a similar way to impairments of executive function, impairments

In explicit learning can have a broad or discrete impact on the individual. Explicit

learning can be affected overall, which would result in the individual struggling to
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encode and therefore recall any new information. Alternatively discrete aspects of

explicit learning could be affected, such as only visual or verbal information.

Implicit learning will be discussed in the context of the errorless learning technique

In more detail further on in this chapter (section 1.12).
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1.8 Learning Potential

The previous sections have outlined the impact that an acquired brain injury can
have on cognitive functioning. As the connection between cognitive impairment and
functioning is both intuitive and epistemologically verified, it is very common in the
field of neuropsychological rehabilitation for a comprehensive battery of cognitive
assessments to be completed to build a cognitive profile. This can aid the
prediction of potential difficulties that an individual may encounter in their life. The
range of neuropsychological assessments available today is vast and covers every
measurable cognitive function. Research in brain injury has found evidence that
neuropsychological scores are related to ultimate diagnosis (Lezak 2004),
employability (Sbordone & Long, 1996 & Wilson, 1993 cited in Lezac 2004) and
functional impairment (Colantonio et al., 2004). In contradiction to these findings,
however, further research suggests that measures of impairment do not translate
into everyday function (Cicerone & Tupper, 1986), and are unable to provide
accurate predictive information relating to the functional outcome of a brain injured
patient (Sbordone & Guilmette 1999). Further research has concluded that
outcome prediction following ABI is difficult (Bajo et al., 2002; Chesnut et al., 1999).

So despite neuropsychological assessment having an important role in informing

clinicians about the nature of an individual’s impairment, it is unable to account for

the variability in outcome that is often seen clinically. This suggests that other

moderating factors remain unaccounted for.

One of the weaknesses of applying neuropsychological assessment to outcome

prediction is likely to be related to the context in which it was developed. Cognitive

assessment was originally developed in the 1900s (Binet & Simon, 1908;
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Spearman, 1904) in an attempt to quantify intelligence. After the First World War,
when injured soldiers were experiencing difficulties following head injuries these
tests were used to aid their diagnosis (Lezak, 2004a). The scores were compared
to the information collected from tests on the normal population and so provided

normative information to enable a comparison of function and a guideline regarding

the nature and severity of the injury.

Until the development of scanning equipment, these neuropsychological
assessments, along with observation of behaviour, were the only means of forming

a diagnostic opinion (Cicerone et al., 1986). As technology advanced, however,

and brought us CT, MRI and fMRI scanning equipment, the cognitive tests became

i

redundant as diagnostic tools (Kibby et al., 1998).

As the need for diagnosis from cognitive testing was removed, neuropsychological
assessment began to be applied in informing severity of impairment and in
predicting outcome. Assessment scores are applied to a theoretical model of
cognitive function and reasoned predictions are made regarding how performance
will translate in real life settings. So despite being designed for a different purpose
(intelligence testing then diagnosis of injury) these tests were eventually used to
predict outcome. Criticisms regarding the lack of ecological validity of these tests
began to peak in the 70’s and 80’s (Hamers & Resign, 1996). Comments centred
on the unnatural situation in which tests are conducted, and about how frequently

the tests are modified, which affected the standardisation (Sbordone, 2001).

The weaknesses of neuropsychological assessments as ecologically valid tools of

outcome prediction are now widely acknowledged (Cicerone et al., 1986; Sbordone,
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2001). However, they are still frequently used for this purpose. Instead,
researchers suggest that they should be seen as a tool that can provide a snap shot
of impaired function following brain injury at the start of the rehabilitation process —
much like an x-ray provides an image of a broken bone before treatment. Perhaps
if considered this way, neuropsychological assessments could be seen as providing
an understanding of how bad the damage is and the type of treatment that will be
required in order to compensate for the possible effect it may have. It is the
beginning of the process of understanding ability rather than the end. This view
point is supported by several researchers, e.g. Lidz (1995), who emphasised that
when predicting outcome, a moderating factor to be considered is the treatment that
an individual receives. He suggests that diagnosis should be linked to treatment

through assessment; using the information that the neuropsychological tests

provide to gquide treatment rather than as a measure of outcome.

With regard to understanding how much potential a person has for recovery,
attention turns to a theory which developed in educational psychology, and that
more recently has been applied in different areas of research, e.g. mental heaith
disorders (Woonings, Appelp, Kluiter, Slooff, & van den Bosch, 2003; Wied!, 1999),
learning disability (Campione & Brown, 1987; Budoff, 1987) and brain injury
(Cicerone, 1999). The theory is often referred to as ‘Learning Potential’ or cognitive
modifiability and is thought to be measured using a more dynamic style of
assessment. Learning potential is a measure of latent ability, i.e. an ability that is

dormant and unobservable but that can be tapped into and brought about by a third

party. The extent of this latent ability determines the improvement an individual can
make in their development through interaction with others. Having this kind of

information in the field of brain injury would create a tool that enables a practitioner
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to accurately assess or predict someone’s potential degree of recovery and their
ability to engage in and benefit from a rehabilitation programme. Clinically this
information would be enormously valuable. It would prevent an individual having to
attempt an unfocused rehabilitation programme and féil, and would also allow fund-
holders to refocus scarce resources on patients most likely to benefit. Learning
ability has been identified throughout the ages as an important factor that tells us
about intelligence and adaptability (Guthke & Stein, 1996; Lidz, 1987; Thorndike,

1922; Fernandez-Ballesteros & Dolores Carero Garcia, 1993). The difficulty has

always been in how to measure it.

1.9 Dynamic Assessment

Dynamic assessment was developed to address the shortcomings of standard

intelligence assessments for school children, and although there has been someé
debate about who is responsible for this theory, it is most commonly attributed to

the work of Vygotsky (Griogorenko & Sternberg, 1998; Sternberg & Griogorenko,

2002) with his theory of the Zone of Proximal Development (ZPD).

1.9.1 Vygotsky — Zone of Proximal Development (ZPD)

Vygotsky's (1978) work was amongst the earliest to investigate the relationship
between learning and development. He outlined the three current theoretical
standpoints that attempted to explain the relationship and rejected each of them.
The theories at that time were that 1) learning is external and not related to
development; it was suggested that the process of learning benefits from

developmental achievements (e.g. theorists such as Piaget’s (1968) and Binet's

(1908; 1909) views were that it is not possible to learn until the appropriate
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development has occurred). 2) Learning is developnﬁent; e.g. development is the
mastery of reflexes or habit formation (James, 1899); 3) Learning is a result of
separate but distinct systems (physiological maturation and development (Koftka,
1925)). Vygotksy proposed an alternative theoretical view, which was that learning

and development are interrelated and begin on the first day of life.

With regard to measuring developmental levels, he suggested that it was possible
to distinguish actual mental development (what the child can do on their own) from
the level of potential development (i.e. performance beyond actual development

brought about by interaction with adults or more capable peers). This theory seems

to sit in a social constructionist perspective as it states that the potential

development exists only in the interaction between the child and the more capable

peer.

Vygotsky’s opinion was that when determining the level of schooling for mentally
impaired children, the standard tests were inadequate because they only reflected
the child’s current developmental point in isolation, as opposed to the potential
development that could be brought about through a more naturally occurring

interaction with teachers or more capable peers. It is through that interaction that
the internal developmental process is established. He proposed that assessments

should reflect the more natural interaction where learning and development takes
place, and that scores should focus on the improvement that an individual makes
following instruction or guidance. The degree of improvement reflects the potential
of that individual to take on information and apply it (their zone of proximal
development). This more interactive and dynamic style of testing was thought to

address some of the problems with the standard style of assessment. It would
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make the testing situation more realistic (e.g. the individual receives feedback on
their performance as opposed to the one directional, static situation) and remove
the culturally and educationally biased format of the standardised test. This would
give those who might be unfamiliar with a test situation the same chance as others
to utilise the guidance. The dynamic test does not measure what someone already
knows, but it does measure their potential for learning; it identifies the potential for
change, and goes about inciting that potential. The principal differences between
the standard static assessments and the dynamic style of assessment are that the
dynamic tests measure the process of learning, whereas the static assessments

measure the product of what has been learnt. The interaction between the

examiner and examinee is two-way as opposed to the very unnatural unidirectional
communication that occurs in the standard static assessment. This means that the

dynamic assessments introduce the role of feedback into the testing proceaure

(Griogorenko et al., 1998; Sternberg et al., 2002).

Vygotsky's theory influenced research in two separate fields. One was in
understanding from a social constructionist viewpoint how information was passed

on and how it influenced development. The other investigated ZPD as a means of

improving upon the current assessment technique used to quantify cognitive

functioning on an individual level (Griogorenko et al., 1998).

Although Vygotsky has been credited with the theory, he did not put it into practice.
There are four main approaches that have been developed in the field of dynamic

testing; these are principally authored by Feuerstein (1979), Budoft (1987),
Campione & Browne (1987) and Guthke (1977).
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These researchers have each developed a different approach to measuring

learning potential and each of them will be outlined briefly below.

1.9.2 Feuerstein — Mediated Learning Experience and the Learning
Potential Assessment Device

Feuerstein et al (1979) developed the Learning Potential Assessment Device
(LPAD). The authors’ perception of intelligence was that it was global and
modifiable. Feuerstein felt that development came about after direct exposure or
following a one-to-one interaction. This change was labelled a ‘Mediated Learning

Experience’ (MLE). Feuerstein’s view was that the MLE may be prevented in

certain environmental situations and by certain conditions. Absence of mediated

learning experiences would result in cognitive impairment and motivational factors.

The LPAD was developed to assess children’s cognitive modifiability and to identify
what must be done in order for MLE to occur. It does not assume that the test itself
results in changes, only that it assesses what is preventing the MLE from occurring
as well as the person’s potential to change, and to quantify the intervention

required. Feuerstein et al (1987) describe three factors crucial for consideration In

the testing of learning potential; 1) the modality of presentation, 2) novelty and

complexity, and 3) co-operation.

During the testing with the LPAD the examiner has an essential role, it is their

responsibility to identify the problems during the testing and to create strategies to

remedy them. Because this is an exceptionally individual approach it is difficuit to

standardise and although internal consistency and test-retest reliability have been

found to be acceptable, inter-rater reliability has not been (Vaught & Haywood 1990
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in Grigorenko et al 1998). This finding suggests that there is a strong examinee

related influence which, considering the role of the examiner, is not surprising.

1.9.3 Budoff — Standardisation of Learning Potential

Budoff (1987) was keen to develop Feuerstein’s work by standardising the training
element of the dynamic test. The theory was developed through work with
disadvantaged children with low 1Qs. The training stage for Budoff was where the
examiner directed the examinee’s attention, explained the crucial aspects of the test
and guided the examinee so that they would master every essential skill required.
Standardisation was not exact, but more established than in the LPAD. Budoff
originally classified individuals as High Scorers (those who did well independent of
intervention), Learners (those who benefited from training) and Non Gainers (those
who were unable to benefit from training). After criticism of how broad these
classifications were, however, he rated performance along a continuous scale using

residualised scores. The post-test scores consider original performance, influence

of practice effect and influence of training. Budoff acknowledged that there were
problems in interpreting the results in a way that can transfer to other tasks or real

world situations. He also identified that there is currently no way to translate the

results of the studies into treatment programmes.

1.9.4 Campione & Brown - Graduated Prompts

Another approach to be discussed here is the Graduated Prompts theory
(Campione et al., 1987). This technique for measuring learning potential is quite

different to other techniques in that it focuses on how much instruction is required to

reach a specified outcome, as opposed to how much improvement a person can
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make following guidance. The hints provided are hierarchical, starting very
generally and ending in direct instruction; hints are only provided if the individual
has not reached the target outcome. The hints given are compared to how far the
information can be transferred onto different test questions and a ratio of this is
calculated. The authors’ research found good concurrent and predictive validity.
Researchers also found that there is an age related effect on being given hints, with

young children welcoming tips but more elderly people interpreting hints negatively

—~ taking it as a sign they were failing. This is an interesting point and one which will

be considered for this research.

Despite the positive results, there have been concerns about using hints with
people who have different cognitive profiles (Griogorenko et al., 1998). It was
thought that other cognitive impairments could be influencing ability to take on the
information provided, meaning that Learning Potential Scores are actually reflecting

cognitive impairment. A proposal made by Griogorenko and Sternberg (1998) was

to investigate the correlation between this measure of learning potential and

cognitive function.

1.9.5 Guthke

Guthke’s (1977) contribution to learning potential also consisted of pre and post-
training tests. There was long-term (seven days) or short-term training, where
intervention was part of the test and more like Schmidt's (1971) testing limits. Post-
test performance was found to predict outcome. However, there were

methodological concerns around the emphasis of standardisation. Guthke’s work

emphasised the importance of test scores being comparable, but as a consequence
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of this his assessment procedure became very similar to that of the psychometric

assessments that were being criticised.

1.10 Dynamic Assessment in other settings

All of the research above relates to child development. However, more recently this

approach has been applied to other fields of work. The first to see the potential of
dynamic assessment in brain injury were Ben Yishay and colleagues (1970). Their
goal was to study the relationship between competence and ability to profit from

cues. The authors found a linear relationship between initial competence and ability

to profit from guidance (a person with less competence needs more cues). General
predictions could be made here about how this might translate into a rehabilitatioh
setting; however the research was not taken further to verify this. A limitation of this
study was that it only looked at group analysis rather than individual differences.
Cicerone et al (1986) offered a more detailed theoretical proposal on the

applicability of dynamic testing in relation to predicting rehabilitation potential. They

outlined five considerations that the new assessment must incorporate:

1. Potential improvement with training.

2. Levels of modifiability.

3. Quantification of levels of intervention required to bring about a set level of

change.

4. How deep does this change go, e.g. does change generalise?

5. What are the individual's strengths in order that these can be exploited for

change?
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Lamport-Hughes (1995) applied this operationalisation of rehabilitation potential in
order to establish who would be a good candidate for cognitive rehabilitation. The
Wechsler Memory Scale (WMS) Associate Learning subtest was used as a
measure of new learning as it came closest to Vygotsky's definition of ZPD.
Authors concluded that when considering suitability for rehabilitation, factors that
should be considered are new learning, age, time of intervention, pre-morbid

functioning and motivational factors. Whilst the WMS associate learning test is
really not a test of dynamic learning, this is still a significant finding, suggesting that
learning ability predicts who will benefit from rehabilitation. Another interesting
finding was that severity of injury did not predict outcome despite it being

significantly related to neuropsychometric predictor variables. ~ The author

concluded that this implies that severity is diagnostic but not prognostic.

In other fields the pre-test — train — post-test design has been applied to predict
‘readiness for rehabilitation’ (Wiedl, 1999). The author used the Wisconsin Card
Sorting Test (WCST) with a psychiatric population to establish cognitive modifiability
and to predict ability to profit from rehabilitation. Utilising an Errorless Learning
approach in the training stage of the test and using a residual of linear regression

(with additional consideration of ceiling performance on pre-test scores) individuals

were classified in a similar format to Budoff’'s original categories (High Scorers,
Learners, and Non-retainers) and evidence was provided that High Scorers and
Gainers were able to profit from rehabilitation interventions whereas Non-retainers
were not. This research was taken further (Woonings et al., 2003) to establish it
learner status had predictive ability for psychosocial rehabilitation (as opposed to

more specific rehabilitation goals such as medication management, problem solving

skills, etc). This research incorporated a control group (which received no training,
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only a second administration). The findings were that pre-test WCST was
significantly related to psychosocial outcome but post-test was not, except for the
control group (improvement without instruction). These findings are not as
surprising as the authors might have initially thought. It is actually quite reasonable
that a measure of independent improvement might predict outcome better than
improvement after training as those individuals who could improve on their own may
need less guidance or rehabilitation. Other moderating factors were that an easier
version of the WCST was used which may have created ceiling effects for
improvement. In addition to this, there were difficulties with using the reliable

change indices. When measuring this type of assessment, it is possible that the cut-

off set for a clinically and statistically reliable change may have been too low — S0

that everyone following training will have reached the cut-off for change, making the

test not sensitive enough to discriminate between performances.

Having identified the different ways of measuring learning potential and the different
fields that have found it helpful, it is potentially worthwhile exploring the evidence
base which relates to what physiological factors (other than severity of injury) may
mediate the impact that disease, damage or old age has on the brain. A theory that
has been developed and applied, primarily in relation to Alzheimer’s disease, but is
beginning to be applied in the field of brain injury is that of Cognitive Reserve

(Stern, 2002). More recently a connection has been made between Dynamic

Assessment, Cognitive Reserve and Brain Injury; this will be outlined below.
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1.11 Cognitive Reserve

Cognitive reserve is a theory which explains why the same physiologic change in
two people (from damage, disease or age) can result in different clinical
manifestations (Stern, 2002). Stern has been responsible for a great deal of the

development of this theory, focussing principally on Alzheimer's disease, although

the theory Is also applicable to the normal population, young and old.

There are two ways of conceptualising the model of cognitive reserve, either as a
passive or active process of the brain. Both theories relate to the threshold of
function that the brain has following pathology, before function is affected. This
theoretical threshold is thought to be either a by-product of brain size, or the

number of synapses in the brain (the passive view) or is determined by the brain’s

efficiency in using networks or its ability to use alternative networks when the usual

network is unavailable (the active view).

1.11.1 Passive Models of Cognitive Reserve

One of the most well known models of the passive theory is that of the Brain

Reserve Capacity (BRC). A comprehensive review of this model is available by

Satz (1993). BRC can be best considered in the field of Alzheimer’s disease (AD).
In AD it is understood that the physiological implication of the condition is that the
brain’s synapses are affected, eventually resulting in clinical symptoms. Brain
Reserve Capacity explains that there are individual differences in the number of
synapses in the brain and that an individual with more synapses will have a delayed

onset of symptoms compared to an individual with the same amount of synaptic

damage/loss but less ‘spare’ synapses. The onset of symptoms can be thought of
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as crossing the threshold and BRC is thought to delay and buffer this onset so that
even past this threshold (and therefore once the disease has been diagnosed) the
individual with more BRC may experience a less severe effect of the disease. Stern
(2002) describes Katzman's theory on the progression of AD pathology (Katzman,

1993), which also postulates a theory of reserve that mediates diagnosis of the
disease - as individuals with more reserve have a later expression of symptoms.
Further support for the passive model of cognitive reserve came from Latt et al
(1996 cited in Ropacki & Elias, 2003), who found that brain size was the most
significant predictor of dementia in Parkinson’s disease. In the field of brain injury

Kesler et al (2003) investigated whether brain size (Total Intracranial Volume TICV)

relates to outcome. They found that an increase in TICV protects against the

effects of traumatic brain injury (TBI).

1.11.2 Active Model of Cognitive Reserve

In the active model, reserve is thought of as the efficiency of the brain to utilise its

networks or to find alternative networks if the normal ones are not available. It is
worth noting that the author (Stern, 2002) distinguishes between the process of
cognitive reserve and compensation. In cognitive reserve the brain is adapting in
the face of difficulty, either being efficient or bringing in other networks when usual

networks are not enough (due to damage or inefficiency). In compensation the

brain will bring in networks not usually used by the undamaged brain, to

compensate for damaged networks.

A reasonable assumption might be that if cognitive reserve is a measure of the
brain’s efficiency, an indirect measure of cognitive reserve could be provided by

pre-injury intellectual functioning, occupational attainment and levels of educational

73
Chapter 1: Literature Review



achievement. Evidence to support this theory has been provided by Stern and

colleagues (1994 cited in Scarmeas & Stern, 2003).

1.11.3 Cognitive Reserve and Brain Injury

Ropacki et al (2003) applied the theory of cognitive reserve to a brain injury
population. Their investigation focused on the impact that external factors had on

individuals with the same levels of cognitive reserve. Their results found that

alcoholism, drug abuse, psychiatric illness or previous neurological insult decreased

the effectiveness of cognitive reserve.

1.11.4 Cognitive Reserve and Learning Potential

Baltes, Kuhl & Sowarka (1992) have made the connection between cognitive
reserve and learning potential. They redefined the concept of cognitive reserve to
incorporate three separate levels of function; baseline performance (static, standard
assessments), Baseline Reserve Capacity (best performance in optimal conditions),
and Developmental Reserve Capacity (potential following intervention). Their view
is that this Developmental Reserve Capacity (potential) is moderated by the amount
of cognitive reserve each individual has. They hypothesised that this measure of
potential will have a better predictive validity than pre-training scores, thus making

dynamic assessment a tool for measuring developmental cognitive reserve and a

tool for early diagnosis. Their research supported this hypothesis.

1.11.5 Dynamic Testing for this Research

Having identified that there is a place for dynamic testing in the field of acquired

brain injury and that there are interpersonal, pre-injury and physiological factors
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which influence degree of learning potential, this research aims to explore what
factors will influence learning potential (interpersonal, physiological, pre-injury).
This research aims to follow the criteria set by Lidz (1995) in developing the
dynamic assessments. His suggestion was that dynamic tests must have a more
interactive relationship between the examiner and the examinee, the assessment
must focus on processes (usually metacognitive) that are brought about in the

interaction to reveal how the examinee is engaging in the problem solving process,

and thirdly that the results focus on the information related to the responsiveness of

the individual.

With regard to the style of dynamic assessment that this research will adapt,
consideration was paid to the two schools of thought in which the different
approaches to dynamic testing, outlined above, can generally be placed. One
approach focuses on how to establish a quantifiable measure of learning potential
(Budoff, Campione & Brown, Guthke); the other prioritises the qualitative
experience of individual flexibility and focuses on the individual process of learning
(Feuerstein 1979). Minick (1987) brings our attention back to Vygotsky’s main aim,

which focused on the interaction between the child and the adult and how this

interaction could be applied pragmatically. This was opposed to measuring the

product of this interaction, which is the amount of improvement or how much
intervention was required. He criticises the quantitative approach for measuring the
product of the interaction as opposed to the process. He recognises however that
Feuerstein’s approach, which is more process orientated, is limited in being able to
provide quantitative information and that the author's assumptions into the

processes of change are largely intuitive.

75
Chapter 1: Literature Review



Despite recognising the implications of focusing on quantifying change and not
solely on the process of learning potential, this research will be using a quantitative
technique in establishing a measure of learning potential. This has been done in
order to maintain standardisation whilst still in the early stages of understanding this
field. It might be possible at a later date to collect a more qualitative and individual
account of change, but in terms of recovery prediction, information needs to be
comparable. Despite not following Feuerstein’s approaches closely, this research
does share many of his views, primarily his outline of what is crucial in the testing of
learning potential, (modality of presentation, novelty and complexity and
cooperation required for task solution.) Also like Feuerstein, it is acknowledged here
that change does not come about in the test setting; it only identifies how much
intervention is required for change to occur. This research also aims to explore
more deeply his views that change is a global construct. It will investigate change
across different learning systems to compare performance and identify whether
different processing structures will provide different predictive properties related to
outcome or not. This means that our research will have a battery of assessments

Identifying learning potential. Although this has been criticised in Feuerstein’s work

(Griogorenko et al.,, 1998), who point out that difference scores were not
comparable, this problem will be addressed in this research by using Item

Response Theory to convert change scores (please see Chapter 2, section 2.5 for

more information).

As mentioned earlier, this research will adapt a quantitative approach to analysis

and like Budoff’'s work, will standardise instruction. Instruction will be seen as a tool

to direct the examinee’s attention, to explain the crucial attributes to the task and

the testing procedure and to guide the examinee in mastering all actions that are
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necessary for finding the right solution. A difference for this research will be that the
training process will be much more explicit, where examinees are trained exactly on

how to pass the task. This has been done for several reasons. The first is that it
removes any problems with inter-rater reliability because there is a script. The
second is that exact instruction (with error prevention during the training stage) has
been shown to be a helpful technique for the retention of information with memory
impaired individuals. This approach is known as ‘errorless learning’ and is hoped to
overcome some of the difficulties outlined previously in applying a dynamic test to

people with different cognitive profiles. This research will therefore be utilising the

same approach used by Wiedl (1999).

1.12Errorless Learning

Errorless learning is the theory which suggests that reducing errors during the

encoding phase will increase the likelihood that correct information is recalled later
on. It was developed originally by Terrace (1963) with his operant discrimination
learning work with pigeons. Jones & Eayrs (1992) were the first to apply it in a
rehabilitation setting, for people with a learning disability. It was first realised as a
neuropsychological rehabilitation technique by Baddeley & Wilson (1994). There is
substantial support for errorless learning as a tool for increasing memory in severely
memory impaired individuals (Evans, Levine, & Bateman, 2004; Kalla, Downes, &
van den Broek, 2001; Kessels et al., 2003; Riley, Sotiriou, & Jaspal, 2004; Squires,
Hunkin, & Parkin, 1997; Hunkin, Squires, Parkin, & Tidy, 1998). However there
have been problems around generalising this skill, e.g. applying the learned skili

beyond the test (Kessels et al., 2003; Tailby & Haslam, 2003), as well as with

ecological validity, e.g. names being recalled with a first letter clue, which iS

unrealistic in an everyday situation (Evans et al., 2000) .
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Within the theoretical model, research has found conflicting evidence supporting
which memory systems are responsible for the success of errorless learning. The
original authors (Baddeley & Wilson, 1994) report that the system being capitalised
upon is the implicit memory system, whereas others have suggested the explicit
system (Hunkin et al., 1998; Evans et al., 2000). Support for the implicit memory
system comes from evidence suggesting that following an ABI, explicit memory can
be significantly affected, but implicit memory is typically left untouched. This is often
the case with people suffering from amnesia (Kessels et al., 2003; Glisky et al.,
1989; Glisky et al., 1987; Evans et al., 2000), although evidence has also been

found to the contrary (Schacter 1987). Clinicians have tried to take advantage of

this unimpaired system, instead of having to rely on the usually impaired explicit
memory system, by attempting to encourage learning implicitly. A potential difficulty
with this implicit system, however, is that it has been found to not deal well with
errors. It is thought that this is because it is the role of the explicit memory system
to discriminate between correct and incorrect choices. This means that if learning is
conducted with the trial and error process using the implicit memory system, there
is as much chance that the errors will be recalled as the correct choices. Baddeley
and Wilson, therefore, developed the technique of learning tasks through the
implicit memory system (typically functional tasks as opposed to the more explicit

semantic information tasks) by enabling the subject to successfully complete the

task and preventing them from making any errors.

Researchers began to question this original theory (i.e. learning via the implicit

memory) when evidence was found that errorless learning worked only on an
explicit task, rather than on the implicit memory test (Hunkin et al., 1998). This

resulted in the development of a theory for the role of the residual explicit memory
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system, which has been supported by further research (Tailby et al., 2003). This

theory suggests that it is the reduction of errors and repetition, as opposed to
utilisation of the implicit learning system, which improves outcome of memory
retention. Other research has found support for the role of both memory systems
(Page, Wilson, Sheil, Carter, & Dennis, 2006) whereas some have found
inconclusive evidence for either (Squires et al., 1997). One might argue that,
practically speaking, it makes no difference, so long as it works. Clinically, however,
it is useful to understand why errorless learning works. If error reduction and
repetition works by using the explicit memory system, perhaps there is some scope
for errors. However, if it is using the implicit memory system, this indicates that no
errors can be made, and suggests that there are certain tasks where errorless
learning may not be applied, (e.g. in tasks that are completely explicit e.g. learning

facts or new information). Page et al. (2006) identify that in this field of research

often different questions are being asked, i.e. is the learning that happens under
errorless learning through implicit memory, or is the advantage of errorless learning

over trial and error due to implicit memory? Perhaps the advantage of error

reduction is that it strengthens associations in the implicit memory system but the
explicit memory system is also involved. Squires et al (1997) concluded that

errorless learning works because it removes errors at the learning stage during

encoding as opposed to accessing the implicit memory at cued recall.

Pragmatically, removing error from a learning situation creates its own problems. |t
involves heavy experimenter involvement, so much so that the examinee can often

become quite passive and uninvolved. Although the process of learning the
information is subconscious (it is through the process of repetition and removal of

errors that the encoding takes place), it is still necessary for the examinee to feei
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involved in the process. Despite these problems there has been overall support for
the utility of errorless learning methods for improved learning with memory impaired
individuals (Kessels et al., 2003; Squires et al., 1997; Tailby et al., 2003). There
has been, however, some discrepancy in findings, e.g. Evans et al. (2000). Their
research aimed to replicate the findings of Baddeley and Wilson but was unabie to.
Instead they found that route learning was best learnt through trial and error,
although they hypothesised that this was due to the amount of effort that went into
the learming. With face-to-name associations, there was no difference between
errorless and errorful learning until an additional guided imagery technique was

attached to the errorless technique. The authors concluded that an important factor

was effort, allowing a deeper encoding to occur. This hypothesis has been
supported by others, (Riley et al., 2004; Squires et al., 1997; Tailby et al., 2003,
Jones & Eayrs, 1992). Kalla et al. (2001) suggested that the incongruence between
the original study and that of Evans et al. could be related to methodologicali
scheduling differences. In Baddeley & Wilson’s (1994) paper only a single test was
used, whereas for Evans’ research this test was followed by others which allowed

for the generation of errors, which could have affected the performance.

Despite some research to the contrary, there is significant evidence to support the
use of errorless learning with memory impaired individuals to facilitate the provision
and retention of information. With evidence suggesting the importance of active

Involvement of the examinee this research aims to use errorless learning within the

training intervention and hopes to increase recall by involving the examinee as

much as is possible.
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1.13 Conclusion

In conclusion, this research aims to adapt standardised assessments by applying a
dynamic testing technique to them. This will allow a measure of the improvement
that individuals can make with guidance. The style of dynamic assessment to be
applied was drawn from that of Guthke and Budoff with a quantitative test — train —
test approach as opposed to a hierarchical hints technique. The training element
will be applied using the errorless learning approach where individuals will be told
exactly how to do the task and will complete the test with support from the
experimenter whose role during the training will be to prevent the participants from
making errors and to facilitate active involvement from the participant. Participants

will then retake the test and a comparison of their performance will be made; in this

sense the style of assessment will mimic that of Wiedl (1999).
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Chapter 2 : Investigations into How to Represent
Meaningful Change

The common reasons for assessing change are to gauge recovery, to assess the
effectiveness of a treatment or intervention and to assess the impact that moderator
variables have on outcome (Schottke, Bartam, & Wiedl, 1996). The aim of any kind
of therapeutic intervention is to see movement from ‘dysfunctional functioning’
towards ‘functional functioning' (Jacobson & Traux, 1991b). With pre-test — train -
post-test dynamic assessment, however, the aim is to find a measure of change

which reflects learning potential. Previous research has used the measure of

improvement that an individual can make following instruction as a reflection of the
potential a person has to learn. It is possible, though, that the difference in
performance between the first and second administration of the test is due to some
other factor. Measuring the improvement assumes that the pre and post tests are
the same, or are measuring the same thing. This may not be true, since it is

possible the training element, which is fundamental to a dynamic assessment, could
have altered what the test was designed to measure (or what is actually measured
in the first administration). This is particularly true where normal standardised

assessments that were not designed for a dynamic training intervention are applied

in dynamic testing research (i.e. Ben Yishay, Diller & Gordon (1970), Woonings et

al (2003) & Wiedl (1999)).

This chapter will firstly discuss the considerations that are necessary when
measuring change with dynamic testing; it will then explore the common methods
that are used to measure change over time and discuss the strengths and

weaknesses of applying these methods to a dynamic testing situation. The chapter
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will conclude by outlining the method that will be most suited to measuring learning

potential for this research.

2.1 Considerations in Measuring Change with Dynamic

Assessment

Measuring change once you have trained a person how to pass a test is
complicated. After a dynamic training intervention, the individual’'s performance is
no longer reflecting their unique contribution to the test, but also how they have
managed the information given to them about how to pass it. The change In
performance therefore may no longer be reflecting the process of learning, but may
also be reflecting a change in the test’s construct and face validity, brought about by
the dynamic training intervention. For example in Wiedl's (1999) research, where

participants were trained on how to pass the WCST, the baseline performance

measured what the test was originally designed to measure, i.e. flexibility in

thought, shifting set, perseveration, concept attainment etc. Performance in the

post-training measure, however, might not be reflecting these executive functioning
skills, instead they could be providing a measure of the individual’s ability to take on
information and apply it, or perhaps their individual cognitive profile (for example
poor memory or attention, which affects the ability to retain the information or apply

it consistently). If the pre and post-training tests are measuring different things, this

will make a comparison between them very difficult. It will be necessary to ensure
that the impact the training has had, not only on the person but also on the test, is
understood so that this potential change in construct, face and internal validity can

be accounted for and then, if necessary, controlled for. In order to ensure that the

score represents learning potential only, it is necessary to outline all the factors that
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could influence the scores so that attempts can be made to address them. It is also
necessary to establish a method for identifying how much change is needed in
order to réflect a clinically meaningful measure of learning potential, as opposed to
a statistically meaningful change. As training is likely to create a statisticaily
significant change for the majority of individuals (after all they are being told how to

pass the task) it is important to find a criterion that reflects a change which is

clinically meaningful to the population.

With these issues in mind the questions that need to be asked when considering

how to measure change following dynamic training intervention are:

1) Does dynamic assessment alter the validity of the assessment tools (Are the

pre and post-assessments measuring the same thing, and if not, what is the

post measure tapping into and is it a useful measure?)?

2) How statistically significant must the change be to be considered clinically

significant (Is the measure of change reflecting learning potential, and is this

clinically meaningful?)?

3) How reliable is the assessment being used to reflect change after training

(What chance is there that any differences that have occurred are down to

weak assessments?)?

4) What kind of effect size is expected in the measure of learning potential?

2.2 Considerations when Measuring Change over Time

The easiest way to identify change over test occasion is to ensure that the same

assessment tool for both the pre and post-test conditions is used. Consideration
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should also be paid to the external moderating factors that could be influencing the
scores,; these will need to be controlled for. Other considerations should ensure
that the change observed is a consequence of the intervention rather than poor test

— re-test validity, regression to the mean or practice effects.

In measuring change over time, different techniques have been applied, with
varying attempts to address the many factors that influence performance. The
common methods of measuring change have been outlined below. Once outlined,

the difterent techniques will be compared and the most suitable for application in

the field of dynamic testing will be chosen.

2.2.1 Difference Scores

Calculating change over time would be most simply achieved by measuring the
difference in performance between the first and second trials. This method,
however, fails to consider factors that may influence performance such as
measurement error and chance, and it also fails to take account of the impact that
the first performance would have in determining the amount of change possible
(ceiling effect). In the interpretation of the observed change score, therefore, it is

not possible to assume that those individuals with a larger difference are performing

better than those with a smaller difference.

2.2.2 Normative Information

Using norms to give an indication of improvement over test occasions can be very

useful. If we remember that the aim of any therapeutic intervention is to move an

individual away from ‘dysfunctional function’ towards ‘functional function’ then the
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percentile ranges from a normal distribution are a very helpful way to represent this.
Dysfunction is often defined as two standard deviations outside of the mean of the
functional population. Using the normal distribution curve this means that anything
below the third percentile is statistically dysfunctional. If there is normative
information about a functional population available, then it is possible to validate the
success of the intervention by assessing whether the individual has moved from a

dysfunctional range to within functional limits. This is illustrated below in Figure 3.

If there is normative information regarding dysfunctional and functional populations
that are not overlapping then it will be very clear whether the person has improved

enough to move from one population to the other (making the improvement

meaningful clinically), as is illustrated in Figure 4.

If the normative distribution curves are overlapping, then it would be possible to
observe whether the individual has moved closer to the mean of the functional

population when compared to the dysfunctional population. Please see Figure 5 for

an illustration of how this could be seen.

As normative data Is not always available another method must be used to
determine whether a statistical and meaningful change has occurred. Two methods
are often used, applying a cut-off such as one or two standard deviations above the

mean of the population or using a reliable change index. Both will be explored

below.
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Figure 3: A Normal Distribution Indicating the Movement Required For
Performance to Move from the Dysfunctional To Within the Functional Range

meaar -
‘ﬁ.*"-.-'l- | ﬁr-‘+—f.--'l

Figure 4: Non Overlapping Normal Distribution Curves Indicating Movement
from the Dysfunctional To the Functional Range

Dvsfunctional Functional

Figure 5: Overlapping Normal Distribution Curves Indicating Movement from
the Dysfunctional To the Functional Range
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2.2.3 Cut-offs such as one or two standard deviations

When norms are not available it is necessary to pre-determine how much change
will be required to be regarded as significant. It is therefore not uncommon for a
cut-off to be applied to the data to determine whether each individual's performance
has improved enough to cross a threshold or not. A common cut-off that is applied
in research is one or two standard deviations from the mean of that population.

This method has been considered arbitrary and fails to account for change that can
occur from chance, practice effects or a measurement error (Bruggemans 1997). It
could be argued, however, that any cut-off could appear arbitrary. If the populations

are not overlapping then two standard deviations from the mean of the

dysfunctional population is appropriate. If the populations are overlapping then two
standard deviations might be so much that it passes the mean of the functional
population (figure 6 illustrates this example), and perhaps in this instance, one

standard deviation from the mean of the dysfunctional population would be

sufficient.

Dystuntional 2 SD
mean

Figure 6: Overlapping Normal Distribution lllustrating How Two Standard

Deviations above the Mean of the Dysfunctional Population Can Be Greater
Than the Mean of the Functional Population
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2.2.4 Reliable Change

Jacobson & Truax’'s (1991b) Reliable Change Index (RCl) addresses some of the
problems that the ‘difference scores’ method creates by taking into account the
standard error of difference (variance that can occur by chance) when considering
the difference score. The calculation used considers whether the change that has
occurred is more than a consequence of a weak assessment by allocating a cut-off

point which determines whether a clinical and statistically significant change has
occurred. Reliable change takes the post-test score and subtracts it from the pre-
test score; this number is then divided by the standard error of difference between

the two test scores. (The standard error describes the spread of the distribution of

change scores that would be expected if no actual change had occurred). Since
the introduction of the Reliable Change Index, newer improved models have been
developed to address some of the factors which were not controlled for by the
original Index. For example there were concerns because the reliable change index

uses observed change scores rather than estimated true change scores (therefore

not controlling for the random error — which includes standard error of measurement
and random chance, practice effects, etc (Bruggemans, Vijver, & Huysmans, 1997).
Other moderations were made to address the issue of practice effects (Jacobson &

Traux, 1991a), regression to the mean (McSweeny et al’s linear regression 1994)

and any number of influencing factors (Temkin, Heaton, Grant, & Dikmen, 1999).

Jacobson and Truax suggest using confidence intervals to create boundaries in
performance, in order to address the risk of measurement error which can be
created in applying a discrete cut-off. Unfortunately despite the reliable change

method addressing many of the weaknesses that the difference scores create, it still

fails to account for the ceiling effect. It is still possible for a person to not appear to
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have improved clinically and statistically simply because their score was too high on

the first trial.

2.3 Measuring Change for Dynamic Testing

Each of the methods outlined above has strengths and weaknesses when applied
to a dynamic testing technique. The difference-score approach, which in outcome
assessment is probably the weakest statistically, would enable a very clear
comparison between individuals of how much change took place following dynamic

assessment. The statistical weaknesses that the difference-score approach brings

(as outlined above) are overshadowed by the large impact that the errorless
learning training intervention will have on performance. The impact of practice
effects, chance and measurement error are minimal comparatively. The difference-
score method does create problems in providing one single score, reflecting only
the amount of movement the individual has made, as opposed to providing
information about what the pre-training performance was like compared to the post-
training performance. It is felt that including this information is also very important
particularly whilst so little is known about the impact that a dynamic training
intervention has on the validity of a test. As this research aims to use various tests,
each of which contain several measures, it is also felt important to consider them in
the context of their individual internal and construct validity. This will allow an
understanding of whether the training element has an effect on, or completely alters

what the test was originally designed to measure. Measuring the simple difference

assumes that the tests at both occasions are the same.
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Using normative information is very helpful but unfortunately the norms available
could only apply to the pre-training administration of the tests. The post-training
version would not apply because after the person has been told how to complete
the test it should not be as difficult to pass and so the norms would be irrelevant. It

is hoped that in the future, norms would be available for dynamic versions of

standard tests as this method has a great deal of clinical potential.

Using a one or two standard deviation cut-off again has its strengths and
weaknesses. It is possible to take information from the pre-training administration

scores, to establish a cut-off that would be expected in the post-performance

administration.  In considering what this cut-off should be, the pre-training
pertormances were considered. The decision as to whether to use a one or two
standard deviation cut-off for the pre and post-training administration fell to the one
standard deviation. The decision was made because it was established that there
was an overlap in performance between the dysfunctional (brain injury) and
functional (normative) populations. This overlap means that some of the brain
Injury population were scoring within usual limits on the first administration of the
tests. For this reason, it was felt that an improvement of two standard deviations

over the two trials would be impossible for a significant proportion of the sample

(celling effects) and so one standard deviation was used instead. The one
standard-deviation cut-off was felt to be more reasonable as well as making more
clinical sense because the two standard deviation cut-off is usually applied to the

functional population to separate out those who are statistically dysfunctional.

Using this cut-off system would also not create ceiling problems as it would

consider and reflect the information collected at both the pre and post-training
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administrations of the test (so an individual could be shown to have either moved

from below to above cut off or to have been functioning at above cut-off on both

occasions etc).

Whilst in most other situations the most efficient way of measuring a clinical and
statistical change would be to calculate a reliable change index when investigating
the effect of applying a dynamic intervention to a standard assessment, in this
instance the RCI may not be the most appropriate choice. Reliable change is, In
many ways, similar to measuring the difference between pre and post scores, with

the addition of considering chance and setting a cut-off that is meaningful. Its

limitations for dynamic research centre on problems with ceiling effects (it is
possible that the individual will be performing too well on their first trial to reach
clinical change after training), and in not considering the pre and post performance
independently. Like the simple-difference approach, reliable change only provides
information about how much change occurred and whether this reached the cut-off.
Again as this research is attempting to understand the impact that dynamic testing
intervention has on the validity of the tests; it is felt important to explore the
information provided at both the pre and post-training stages. Further consideration
should be given to the usual probability limits that are applied in the reliable change
index. Usually the cut-off chosen reflects a certainty that the change score did not
occur by chance and is meaningful; however this should surely be set to a higher
level when you have trained a person on how to pass a test. It is not known how

much change should have occurred to make it meaningful clinically in a dynamic

testing situation. Hopefully as more is understood it might be possible for this to be

reflected.
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2.4 Categorising Change

Of all the methods outlined above, the two that were felt to have the most potential
for this research were the cut-off and reliable change index techniques. As outlined
previously, both of these have strengths and weaknesses and at this stage in the
process it is unclear which will provide the most meaningful information. For this

reason Study One will conduct analyses using both techniques and will adopt the

one that is the most meaningful.

Having identified how participants’ change scores can be reflected on each test
item, a method Is required to consider this information in the context of the other

items of the test. It is also necessary to be able to compare each individual's
performance to that of their peers, as well as identifying the effect that the dynamic
assessment has had on the nature and context of the test. A method that has
been found to be very useful when working with dynamic assessment is item

Response Theory (Sternberg et al,, 2002), and within that the unidimensional

Rasch Analysis Model (Rasch, 1960).

2.5 Rasch Analysis

Rasch Analysis takes categorical information from a test that consists of several

items and creates a hierarchical rank of item difficulty. It is unlike more commonly
used ranking techniques such as rank ordering, or Guttman Scaling, because it
works on probability rather than using True Scores. As a probabilistic model, Rasch

makes predictions based on the information available; this provides the additional
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benefit of it not being sample or test dependent and means it can manage missing

data more effectively.

The fundamental advantage of using the Rasch Model when ranking item difficuity
is the additional information the model creates. By taking the information about
each individual’'s responses to every item (e.g. correct or not correct) it is able to
place, using a logarithm of odds algorithm, the individuals on the same hierarchical
scale as the items. The model does this by calculating the probability of a person
completing a specific item on a task successfully and divides this by the probability

of them failing the item. This algorithm creates a Logarithm of Odds (Logit) interval

scale, on which both person and item can be plotted. The Rasch equation using

dichotomous data can be represented as:

Pni(x=1) =f(Bn — Di)

Pn is the probability

i is any given item
X is any given score (1 is the correct response)
Bn is the person’s ability

Di is the item difficulty

f is the function

The equation therefore states that the probability of person n getting a score of 1

(using binary data) on any given item is a function of the difference between a

person’s ability and an item’s difficulty (Bond & Fox, 2001).
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The basic premise of Rasch is simple. The analysis compares every person’s
performance on every item. If everyone passes only one item, then it has the
highest probability of being the easiest item to pass. |f only one person passes all

the items they could be considered the highest scorer when compared to all the

others in the sample. The Rasch analysis uses category data (where a low number

is of less value then a higher number).

In addition to the Rasch model creating an interval scale from categorical data, (on

which items can be plotted according to their difficulty and individuals according to

their ability), it is also able to provide information about whether both the items and

the individuals belong to the same unidimensional construct. This means that it is
possible to evaluate the validity of the assessment by providing information about
whether each item belongs to the same construct. This technique can also be used
to establish patterns of response within the population and whether an individual IS
responding in a significantly different way (suggesting that perhaps they do not
understand the test or are malingering for example). This could be a useful

diagnostic tool for recognising people functioning outside of the population, or

identifying test items that do not fit a construct.

This information is represented in terms of fit statistics and two scores can be
applied; Outfit and Infit. Outfit data is unweighted and sensitive to any outlier data;
it measures the average mismatch between data and model. Infit data, which is
information-weighted mean-square goodness of fit data, is sensitive to irregular

inlier patterns. It measures the weighted average or squared residuals; so remote

responses have less weight than proximal responses (Wright & Mok, 2004). Wright
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& Mok suggest that in analysis Infit is the better measure to use and so this was

chosen for the purpose of this research.

The model also provides information about each item’s standard error score, which
allows for a reliability co-efficient to be calculated for the test and the participants in
it. It also measures for spread of distribution for items of the test and the
distribution of participants along the hierarchy. Moreover it allows for an
investigation into the ability of the scale to discriminate between levels of people
ability and items. Sampson & Bradley (2005) suggest that a score over one for

either the person or item separation indicates that there is adequate discrimination

for the construct between participants and items, substantiating a well defined

variable.

Chang & Chan (1995) identified four different ways that Rasch can be applied when

assessing change over time/test occasion. These are summarised below.

1. The simplest technique involves applying a separate Rasch analysis for

each occasion of testing. This would result in two sets of Rasch data to be

compared.
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Figure 7: Two Item Maps, Each Showing the Hierarchy of Item Difficulty and
Person Ability over Test Occasion

The item maps in Figure 7 illustrate an example of how Rasch analysis can model
information collected about item difficulty and person ability over test occasions.
The map on the left is for the first test occasion (pre- training) and the map on the
right for the second test occasion (post-training). The map on the left shows that
the easiest item to pass (that at the bottom of the list) is item 4, followed by 2, 3, 1

and finally the hardest, which is 5. The person at the bottom of the item map, Su',

! Any name used as an example in this research was chosen at random and is not referring to any
participant included in the study
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is plotted, below the easiest item; this means that there is a 75% probability that she
did not pass the easiest item and therefore any of the items above it. Peter is
plotted opposite item 1. This means that there is a 50% chance that he passed that
item and as he is above item 4, 2 and 3 it means that there is a 75% chance he
passed those items and a 25% chance that he passed the hardest item (5). The
item map on the right shows that the items and the people are in different order; this
means that whatever occurred in between the two administrations has altered the
performance of the individuals but also the difficulty of the items. Now Janine is the
highest scorer, and whilst item four remains the easiest item to pass, item 1 is the

hardest, but is lower down the map when compared to the hardest items of the

other map.

The remaining three techniques use all the data (for both pre and post-testing

occasions) in one Rasch analysis by altering the focus of the analyses.

2. The second method focuses on the performance of the individual for both
the test occasions. This is achieved by assuming that for both the pre and
post analysis, the test items are constant (this method assumes that the
training interval has not altered the validity or difficulty of each item making it
possible to track the movement of each individual from pre to post-training).
In order for this to be possible the first and second trials will be merged so
that the analysis assumes that only one trial took place and that instead of
two trials there are twice as many people (person 1 and person 1a). The
same person would therefore be plotted as two individuals. This method

allows the examination of individual movement on the Logit scale; an
Individual’s performance for each trial can be compared by measuring the

distance between their pre and post plots on the Logit scale.
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Figure 8: An ltem Map Showing the Hierarchy of Item Difficulty and Person
Ability over Test Occasion (Occasion Items as Constant)

Figure 8 illustrates the item map which plots each individual’'s movement over test
occasions. It assumes that the test items remain the same and so in the analysis
people’s scores on trial one and two are entered as if they are different people
(doubling the amount of people in the sample). This method allows us to see that
on the pre-trial Su was unlikely to have passed any of the items, but following the

training she passed item 2 and 4 (with 75% probability) and had a 50% probability

of passing item 3.
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3. The third method reverses the above analysis; the focus is on the test items,

and therefore holds the people as constant (again assuming that there is

only one administration of the assessment but this time that there are twice

as many items). This analysis does not focus on change of person ability,

just individual performance on a range of items. By labelling the items pre

and post it is possible to examine the way that the intervention has

Influenced the level of difficulty for each item of the assessment.

example of this is illustrated in Figure 9.
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Figure 9: An Item Map Showing the Hierarchy of Item Difficulty and Person

Ability Over Test Occasion, (Persons Have Been Held Constant)
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In this item map individual movement is not the focus, instead it is possible to focus
on the impact that training has had on the ease of the test. For example, item 4
remains in the same place, meaning that the effect of training has not altered the
fact that it is the easiest item, conversely item two moved from the second easiest
to the hardest item to pass following training. Despite the focus being on the item
movement, it is still possible to understand individual ability using this map. For
example it is possible to see that David is the highest scorer, passing all of the

items of both the pre and post-test, and Su is the lowest scorer, being unable to

pass any of the items for both the pre and post-training administrations.

4. The fourth and final method allows for a third factor to be added as an

independent variable to the two-factor Rasch analysis. This would allow for
other influencing factors to be accounted for. This third factor could be
anything e.g. severity of the examiner. This analysis is most useful when

understanding outside influences on performance e.g. inter-rater reliability.

An example of this can be seen in Figure 10.
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Figure 10: An Item Map Showing the Hierarchy of Item Difficulty and Person

Ability Over Test Occasion, (Including A Third Factor, e.g. Inter-Rater
Reliability)

2.6 Applying Change Scores to Rasch Analysis

2.6.1 Categorising both the Pre and Post Raw Scores Using One

Standard Deviation above the Mean

This method of assessing change will produce a cut-off that can be applied to each

of the items of the measurement scales for the pre and post-training trials. One

standard deviation above the mean of each of the pre-test measures (items) will be

used as the cut-off. This allows an observation of those individuals who performed
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above and below this cut-off both before and after the errorless learning training

intervention.

This method splits the data into two categories at time one and time two
(above/below cut-off). This will allow for three groups of people to be created, those
whose scores had a high probability of falling above the cut-off on the pre-dynamic
training administration (Spontaneous Learners). Those who reached the cut-off

after the errorless learning dynamic intervention (Guided Learners), and those who

could not reach the cut-off either pre or post-training (Non Learners).

With these categories it is possible to compare an individual's functioning betore
and after training, allowing us to see which individuals cross over the cut-off, which
remain above, and which remain below. It will also be possible using the Rasch
analysis to plot the pre and post items of the tests separately; this will allow an

understanding of any alterations in the construct or face validity of the test following

the errorless learning training intervention.

2.6.2 Categorising Differences in Raw Scores Using the Reliable

Change Index (RCI)

The Reliable Change method will create a different set of scores for the test but

similar categories for the individuals.

Reliable Change looks at the difference between the pre and post scores. However

It takes into account, and controls for, change that could have occurred by chance.
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For this Reliable Change Index it will be necessary to manually account for those

who have reached a ceiling by determining how much change is significant, and

therefore those who could not achieve this much change due to their initial scores
on the pre-trial being too high. This method focuses on the change in ability of the
participants but not on the items of the test and therefore there is only one set of
test items included. In the research to be reported here, the individuals will still be
classified into three groups: - Spontaneous Learners (those who reached the ceiling
in the first trial and therefore could not improve enough to meet the cut-off), Guided
Learners (those who reached the cut-off for change, indicating that following

training they improved signiticantly) and Non Learners (those who could not meet

the cut-off for change and therefore did not improve significantly).
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Chapter 3 : Research Design and Methodology

This research will compare two styles of assessment techniques. One is the
standard static version of a test, measuring what an individual can leamn
independently, and the other is the dynamic assessment approach, where the same
test will be modified to provide a measure of learning potential. The interpretation
gained from both styles of the assessment will be compared to establish firstly, how
performance is related to factors that are known to affect outcome (such as GCS
scores, pre-injury cognitive ability, time since injury etc.). The second comparison
between these two tests will be to establish which interpretation provides the most

clinically meaningful information in relation to recovery.

As Chapter 1, section 1.7.7 outlined, it is generally understood that the brain
processes and stores information both explicitly and implicitly. This research
considered it prudent to explore learning across different processing systems in
order to assess and compare the utility of a measure of learning potential
capitalising on different systems. The principal distinction is between implicit and
explicit learning. Within the explicit learning system there will be a test which
measures function of the Visuospatial Learning system, and another which is
dependent upon the Verbal Learning system. It is recognised that these
classifications are broad and that the tests that have been chosen are those felt to
capitalise on these systems, but that may not have been designed specifically as a
measure of them. The two explicit tests will model Vygotsky's theoretical
perspective of learning potential (i.e. learning through interaction). The test of

implicit learning will be different in that it will measure individual implicit learning

over time (with no guidance). Once the three assessments have been investigated
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independently they will be compared to each other in order to answer two

questions:

1) Is learning potential modality specific and dissociable, or as Feuerstein (1979)
predicted, a global ability?

2) Is actualised learning ability (i.e. an individual’'s performance on the first attempt
of the test) a better predictor of recovery than a measure of guided learning

potential (i.e. an individual's performance following errorless learning training of the

test).

This chapter will briefly explain the reasons behind the choice of tests that will be
adapted to measure learning potential (a comprehensive description will follow in
each of the study chapters). It will then describe the other measures that are
included as part of the battery of neuropsychological assessment. The information
that will also be collected regarding pre-injury factors and acute information relating
to nature and severity of the injury will then be outlined. The chapter will then
discuss the research design, inclusion and exclusion criteria, and provide

information about the data collection. It will also discuss the statistical properties of

the assessment and the power required.

3.1 Choice of the Tests for Learning Potential

To allow the most meaningful comparison across different learning systems, it was

deemed necessary to choose tests which had some similar characteristics. When
measuring a person’s potential to learn, it was felt that the type of assessments

used should be complex enough so that they remain challenging to the individual
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over the two trials and that they include a number of skills that occur in everyday
functioning. These skills should reflect the abilities required when encountering a
new task (i.e. the ability to understand the concept of a task, think flexibly about it,
be able to adapt prior knowledge and transfer it). For these reasons, the tests that
were chosen were of executive function. These abilities have been described as
the processes that integrate and control most forms of higher mental activity
(Cicerone et al., 1986) and appear to be a more fluid form of intelligence (Duncan,
Emslie, Williams, Johnson, & Freer, 1996b). This research is basing its

understanding of executive function on the Supervisory Attention System originally

proposed by Norman & Shallice (1986) (see section 1.7.3).

Having established the type of tests that should be chosen, it was then necessary to
choose ones which utilised the different learning systems. One test of implicit
learning was chosen, and two for explicit learning. As the tests chosen were those
measuring executive function, this research was guided in its choice of explicit tests
by the Working Memory model, and therefore decided to choose two tests that
tapped into the ﬁrocessing of the two slave systems of the central executive
(Duncan, Emslie, Williams, Johnson, & Freer, 1996a). One test focused on

primarily verbal processing and the other on visuospatal processing.

The Verbal Learning system is defined for this research as a set of deductive

reasoning processes that occur explicity — and that primarily utilise verbal

processing. This will be measured using the Wisconsin Card Sorting test.

The Visuospatial Learning system is defined for this research as another explicit

deductive reasoning process, but one that primarily utilises a nonverbal,
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visuospatial process instead of a verbal one. This will be measured using the Ruff

Light Trail Learning Task

Implicit learning is understood to mean a set of problem solving processes that

occur subconsciously and where the rules involved in this process are difficult to

express. This will be measured using the Tower of Hanoi.

3.1.1 Study One: Investigation into Explicit Verbal Learning Using the

Wisconsin Card Sorting Test

The Wisconsin Card Sorting Test (WCST) (Heaton, 1981) is known as a test of

executive functioning. A more detailed investigation into the test identifies that it
taps into particular abilities including concept attainment, shifting set, flexible
thought, and problem solving. For a successful completion there must also be an

element of maintained attention, and the ability to inhibit perseverative responses.

This investigation aimed to replicate other research that has adapted the WCST to
become a dynamic assessment, e.g. (Wiedl 1999) (Chapter 1, section 1.10).
Wiedl’'s research achieved this by adding an errorless learning training intervention
that sandwiched the two administrations of the test. It was originally anticipated for
this research that the analysis of the information collected would be similar in
design to the previous research (using a reliable change index). However,

alternative approaches to understanding the data were also compared to establish

which provided the richest information.
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It was felt that the WCST was a good choice of measure of learning potential,

tapping primarily into the Verbal Learning system. There is a strong explicit verbal

element with regard to the individual’s internal problem solving process, as well as
with regard to the feedback given after each trial (correct/ incorrect). In addition to

this, the verbal element is further emphasised when you add the dynamic training

intervention, which assumes the form of verbal instruction.

3.1.2 Study Two: Investigation into Non-Verbal Learning Using the

Ruff-Light Trail Learning Test

-

To develop our understanding of dynamic learning, another static assessment was
adapted to incorporate an errorless learning training intervention. The task chosen

considers a visuospatial system of learning, with similar properties to the WGST.
The Rufi-Light Trail Learning Test (RULIT) (Ruff, Light, & Parker, 1996) was

considered the most appropriate measure for this. The RULIT is a test of
visuospatial learning that involves planning, attention and the inhibition of
perseverative responses. Participants are required to learn a route through a group
of interconnected circles over several trials. In many senses the test taps into
similar abilities as the WCST, but the authors comment that it is designed to not rely
on verbal mediation. This test will be discussed in more detail in Study Two
(Chapter 6). In order to adapt the test to incorporate a dynamic learning
intervention, it was felt important to minimise the verbal instruction of the test.
Verbal instruction was therefore kept as limited as possible, and instead participants
were given an overlay of the route which they had the opportunity to use, to learn

the information necessary to pass the test. This ensured that an error free training

period was still being used, but was not relying on the verbal system. It was hoped
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that by collecting information regarding both verbal and visuospatial learning a
better understanding of the processes of learning potential would be gained. This

information should add to our understanding of whether learning potential Is

modality specific or global.

3.1.3 Study Three: Investigation into Implicit Learning Using the Tower

of Hanoi

In addition to these tests of conscious learning potential, a test of implicit learning
was also incorporated into the ‘learning battery’; this was the Tower of Hanoi (ToH).
The ToH puzzle was chosen because it also utilises many of the same executive
skills as the WCST and the RULIT, i.e. problem solving ability, inhibitory ability,
attention and concept attainment. Unlike the pre<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>